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Monitoring in DIRAC/LHCb

Job level monitoring 
http://lhcb.pic.es/DIRAC/Monitoring/Production/

J b t t th DIRAC it i iJobs report to the DIRAC monitoring service
State, environment, resources consumption etc
Allows to spot problems within jobs 

data access, application crashes, output upload…

Monitoring of pilot jobs (dashboard)
Allows to spot problems with sites from the LCG side

Large number of aborted jobs
Currently the termination status of the pilot is not reported

For DIRAC, should be: application success, application failed, no application
Mechanism should be put in placeMechanism should be put in place

DIRAC services monitoring
Status of the DIRAC central services

Web page: state and statistics
Site mask

sites can be banned/un-banned
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Monitoring of Grid services

View of sites available to LHCb
http://cern.ch/santinel/cgi-bin/lcg-voview

Web page reporting:
Job statistics, LHCb ranking (and past day history)

FTS and SRM monitoringFTS and SRM monitoring
http://santinel.home.cern.ch/santinel/cgi-bin/srm_test

Regular FTS transfers between T0 and T1s
Full matrix covered, errors reported

Performance of srm-get-metadata
Good metrics to estimate health of the SRM endpointGood metrics to estimate health of the SRM endpoint

Trend plot for last 24 hours

Reports TxD1 disk usage as reported in BDII
LHCb’ i (f LFC i t ti ) ill b dd dLHCb’s view (from LFC registration) will be added
Very important that sites report reliable information

All look ~OK but SARA (1500 TB, unfortunately not true ;-)
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LHCb SAM jobs

Run daily, but frequency could increase
Regular jobs submitted through DIRAC
Jobs run as /Role=lcgadmin  (sgm account)
Installs application software, runs test of these applications
Checks site capabilitiesChecks site capabilities 

OS, middleware RPMs when available

Request to SAM
b bl t t t i i dditi t “ t t d ”be able to report strings in addition to “status code”

to be visualised on the SAM page
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Data Management Monitoring

Permanent check of consistency between catalogs and 
SEs

LHCb bookkeeping (metadata) catalog
Central LFC
SE ( t i b f L )SE (not easy in absence of srmLs)

Problems reported centrally in an “IntegrityDB”
agent being set up for dealing with integrity problemsagent being set up for dealing with integrity problems

e.g. deleting bad replicas (or wrong LFC entries), re-
transfering if needed, flagging unavailable files etc…

DIRAC tDIRAC stager
handling all T1D0 pre-staging before submitting the jobs
reporting errors (unavailable files) to IntegrityDB

5

reporting errors (unavailable files) to IntegrityDB
logging statistics on staging performance



Transfer monitoring

Transfer rates, success, failures monitoring

Transfer errors analysis
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DIRAC3 and SAM

Propose to implement SAM reporting agents based on the 
IntegrityDB and the DIRAC syslog

reporting on performance of
SRM endpoint, file staging, missing files etc…
from: specific tests (SRM FTS) running jobs running transfersfrom: specific tests (SRM, FTS), running jobs, running transfers, 
stager…

some of these tests can be made critical (e.g. timeout on 
srmGet or excessive response time for srmGetMetaData)
additionally, a web portal will be made available to sites and 
LHCb production team in order to browse problems related toLHCb production team in order to browse problems related to 
their site when details are needed

automatically detect faulty sites or SEs
possibility to temporarily ban them from the systempossibility to temporarily ban them from the system
submit GGUS tickets or ring alarms
tests would still run in order to determine when they become available again

Status: being developed in production for CCRC’08 February
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Status: being developed, in production for CCRC 08 February



Conclusions

Many sources of information
DIRAC monitoring, dashboard, CE ranking…g, , g
Need to define procedures on how to use these tools

similar to an online controls and diagnosis system

LHCb was pioneering the usage of VO-specific SAM job
We need now to improve on the reliability of the informationWe need now to improve on the reliability of the information

possibly increase the frequency
understand better reasons of failures

l t ith l il bilit f itcorrelate with low availability of sites 

Next step: add SAM sensors from all other available 
information

jobs, transfers, specific cron jobs
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