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CPU Accounting nowCPU Accounting - now
• The APEL repository gathers information from :-p y g

– Sites running the APEL client
– Sites running their own accounting who then publish to the APEL 

it (CC IN2P3 NIKHEF)repository (CC-IN2P3, NIKHEF)
– Grids who collect their own accounting and bulk publish to the 

APEL repository (INFN, OSG, NGDF T1)p y ( , , )

• Reports
– T1 report extracted monthly and sent to T1s for approval
– T2 report extracted monthly and sent to CB for approval

• Based on Tier2s who have signed MoU. List manually maintained

Portal allows tailored reports and csv output to manipulate– Portal allows tailored reports and .csv output to manipulate 
yourself. 

• Njobs, Cpu time, wallclock, normalised cpu and wallclockj , p , , p
• Cpu efficiency (cpu/wallclock) 3
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What goes wrong?What goes wrong?

• Sites don’t publish
– Old software. MON box not updated

EGEE now has a SAM test (name?) which becomes critical if a– EGEE now has a SAM test (name?)  which becomes critical if a 
site doesn’t publish for a month. COD in EGEE will raise tickets 
against a site.

– APEL client configuration may not be straightforward due to local 
batch configurations. See the APEL wiki,  Raise a GGUS ticket.

• Tier2 sites change (join leave change name) a• Tier2 sites change (join, leave, change name) a 
federation
– List is maintained by lcg.office@cern.chy g @
– Tier2 sites are a subset of EGEE/OSG/NorduGrid/etc. Cannot 

automatically track changes.

• CPU Usage is compared with WLCG Pledges.
– Not with actual installed capacity 8
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UserDN/FQANUserDN/FQAN

• APEL publishes UserDN and FQAN (VOMS proxy)
– if configured 

Not default– Not default
– UserDN encrypted 

• In September 08In September 08, 
– 45% of sites (51% of jobs) publish UserDN
– 80% of sites (74 of jobs) publish FQAN

• VOs would like to know this information
– Only approved people can view it

Pl fi it t it– Please configure it at your site. 
– The site needs to have the Savannah patch #898 installed in the CE so that it 

creates accounting log files.
Then they need to set the APEL parser configuration file to use the– Then they need to set the APEL parser configuration file to use the 
BlahdLogProcessor instead of the GkLogProcessor

– (BlahdLogProcessor is the default mode now).
9
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StorageStorage 

• APEL is a client that runs at a site and publishes cpu 
usage to a central location.
C tl i l t li t f t t• Currently no equivalent client for storage systems

• The GOC Storage Portal attempts to harvest storage 
information from the GLUE Schema in the Informationinformation from the GLUE Schema in the Information 
Service. 

• BUT problems with the quality of the data
– Some sites don’t publish, some publish in the wrong units. p p g
– (up to factor of 10**9 out), 
– Some only publish 
- Information not yet useful.
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Installed CapacityInstalled Capacity

• Accounting data needs putting into context of installed 
capacity
Fl i D l di l ki t thi• Flavia Donno leading a group looking at this.

• Also looking at improving storage accounting
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Installed Capacity WGInstalled Capacity WG

A d ft d t ith ll d t il b t th• A draft document with all details about the usage 
of the Glue Schema 1.3 to publish the computing 
and storage installed capacity is available:and storage installed capacity is available:
– https://twiki.cern.ch/twiki/pub/LCG/WLCGCommonCo

mputingReadinessChallenges/WLCG GlueSchemaUmputingReadinessChallenges/WLCG_GlueSchemaU
sage-1.1.pdf

• Storage resource description has been agreed. g p g
• For computing resources the situation is not so 

clear.
– Please, check Steve Traylen’s (Worker Nodes WG) 

proposal
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Storage Capacity StatusStorage Capacity Status

• The current CASTOR information provider (v1 1 0) is deployed at• The current CASTOR information provider (v1.1.0) is deployed at 
RAL. 
– Not fully compliant with the spec. However, only minor changes needed. 

• dCache Information Providers will be available with dCache v 1 9 1• dCache Information Providers will be available with dCache v.1.9.1 
(20th of October 2008). 
– No installation yet available to validate the output of the information 

providers. Input waited from dCache developers for description of p p p p
special pools (READ-only, WAN/LAN, etc.) 

• DPM information providers installed at some sites in France and UK.
– Not fully compliant with the spec. Minor changes needed.
– The packaging of the DPM specific information providers and the yaim 

configuration generating component are available. In certification.
• StoRM information providers will probably be available around the 

middle of November with StoRM v 1 4 0middle of November with StoRM v. 1.4.0.
– No installation yet available to validate the output of the information 

providers.
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Computing Capacity StatusComputing Capacity Status

The needed information are retrieved by the• The needed information are retrieved by the 
Subluster/Host Glue Classes. 

• WMS limits us to publishing one SubCluster per Cluster
(b i ll th t WMS 't t ll th LRMS hi h(basically the current WMS can't tell the LRMS which
SubCluster it wants to use). The result is that sites have
to publish some kind of average/minimum WN

ifi tispecification.
• The proposal is to split the system and have separate

queues (CEs) e g for large memory nodes Splitting thequeues (CEs), e.g. for large memory nodes. Splitting the
system to have separate homogeneous queues is the
solution that is proposed to be adopted in WLCG.
– See plan proposed by the Worker Nodes WG.

• The situation will change with the adoption of CREAM.



LCG

SummarySummary

• WLCG wants cpu and storage accounting for its VOs.
– Please make sure yours is working.

Check your site in the portal– Check your site in the portal

• New information providers coming for your SEs
– Please install them once announced– Please install them once announced

• Megatable will estimate your installed capacity
– We will be asking you to check this.We will be asking you to check this.

• UserDN, FAQN – please switch on.
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