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CNAF 24x7 supportCNAF 24x7 support

• On-call person for all critical infrastructural services 
(cooling, power etc..) 

• Manager on shift looking after all services (e.g. 
WMS, CEs, SRMs)

• SMS triggered by infrastructural and service alarms

• Starting from this October all scheduled• Starting from this October all scheduled 
interventions requiring an outage will be done on 
the third Tuesday of each monththe third Tuesday of each month



CC-IN2P3
Support during out-of-office hours

• O ti f iti l i t d d i t f ffi• Operation of critical services are supported during out-of-office 
hours during all the year
– Really urgent interventions can be triggered at any time by the on-call 

engineerengineer
• Improvements still needed to detect that an intervention is considered urgent

– We defer major (re)configurations of services until when experts are 
available on siteavailable on site

• For instance, avoid reconfiguration during holiday periods
– For a particular service, whenever possible experts organize their

vacation periods to make sure that there is always one expert availableacat o pe ods to a e su e t at t e e s a ays o e e pe t a a ab e
• level of expertise is not equal between all the members of a team

– Details of the organisation were given in a presentation to the g g p
Management Board meeting in August 2006:

• http://indico.cern.ch/conferenceDisplay.py?confId=a063099



CC IN2P3 Outage planningCC-IN2P3 Outage planning

O l d t t h d l d i• One planned outage per quarter, scheduled one year in 
advance
– Planning available at web siteg

• Current plan goes until december 2009
– Details of the services and experiments impacted for each

outage are published 10 days in advanceg p y
• the outage may be cancelled if it is not really needed. This is also

announced at least 10 days before
– Interventions include power, cooling, hardware and software p , g,

updates
– Please note that there are service updates that do not need the 

service to be down, or only partially (impactingonly a limited setservice to be down, or only partially (impactingonly a limited set 
of experiments)

• These are announced to the impacted experiments, but are not 
necessarily planned long in advance



24x7 at RAL

• Out of Hours: 17:00-09:00 Monday-Friday, weekends all day 
and public holidaysand public holidays.
– Primary on-call guarantees response within 2 hours to pager call. 

Over 95% of calls responded within target time – most much faster.
– Pager call may originate from:

• Internal exception monitored by nagios
• Multiple consecutive SAM test failures (about 2 hours)p ( )
• Email alarm

– Primary on-call may fix fault (documentation) or call second line 
support (for Fabric, CASTOR, Grid, Databases, Network or Machinesupport (for Fabric, CASTOR, Grid, Databases, Network or Machine 
room.

• Second line guarantees response within 2 hours to phone call (usually 
much faster but no guarantee).uc aste but o gua a tee).

• Second line does NOT guarantee to work all weekend to fix fault. Will do 
what is reasonable/achievable given personal circumstances.

• System runs throughout the year (skeleton service over
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• System runs throughout the year (skeleton service over 
Xmass). No changes planned.



RAL Downtime

• Team coordinates downtime requirements each Monday 
afternoon at a formal review meeting. Historicallyg y
– Downtimes scheduled as required by component managers
– Subject to constraints imposed by WLCG/EGEE rules

Merge do ntimes here er possible– Merge downtimes wherever possible

• No requirement for routine downtimes for machine 
room/power/cooling. We can maintain service (at risk) p g ( )
during routine preventive maintenance.
– Require other (non-routine) scheduled disruptions to give 3 months 

noticenotice. 

• Up until now have taken the view that our main priority is 
development ahead of data taking. During data taking p g g g
periods we intend to minimise downtime requirements but 
have no formal policy on what that should mean in practice.

Open to guidance here but note the tension between need to address
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– Open to guidance here but note the tension between need to address 
operational issues and experiments’ need for stability.



24x7 at NDGF24x7 at NDGF.
• General setup• General setup:
• First line handled by Operator on Duty in office hours / day time weekend, 

and by the NORDUnet NUNOC team outside office hours.
• Second line support is handled by Operator on Duty (365 days a year 8• Second line support is handled by Operator on Duty (365 days a year -8 

hours a day)
• Third line support (on the sites, which are all redundant) handled by local 

staff in business hoursstaff, in business hours.
•
• All critical services are redundant, except for a very few (SRM door). 
• Semi Automatic setup in place for moving service i e on call 24x7 staff• Semi-Automatic setup in place for moving service - i.e. on call 24x7 staff 

can orchestrate a move if a critical box goes down.
• Setup finalized, though some final tweaks will be implemented over the 

next short time better documentation of procedures etcnext short time, better documentation of procedures etc.
• We plan outages well in advance (months) and will coordinate this at the 

weekly WLCG operation meetings.
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24x7 on-call service at GridKa

• Until August 2008:
• On-call service only for infrastructure (power, cooling) and network.
• No 24x7 service for middleware databases and storage• No 24x7 service for middleware, databases and storage.

• Weekend / public holiday coverage on voluntary basis.

• Starting now (September 2008):Starting now (September 2008):
• 24x7 on-call service also for middleware, storage (dCache, file     

servers) and Oracle databases.
• Currently two additional on-call groups: middleware / storage+DBsy g p g
• One person per group is always on-call outside business hours.
• Many system experts volunteer to be called by person who is on-call, but are 

not standby all the time.
• Person on-call is not necessarily an expert for all systems that might fail.

• Will try standard recovery procedures where possible.
• Will call system expert (if available) when standard recovery procedures fail.

• On-call people receive alarm on mobile phones issued from Nagios.
• Sensors include SAM, internal functional tests of middleware + SRM, processes, 

fil t ifile systems, pings, ...     



24x7 on-call service at GridKa

• Nagios setup and sensors will be continually improved.
(expecting steep learning curve.) 
24 7 f l l l i ill b i t d d• 24x7 coverage for lower level services will be introduced 
(e.g., server hardware, operating systems) 

• On-call service runs all year.

Mainenance / downtime planning
• Some updates, e.g. of dCache, or larger network maintenances cannot be avoided

and will also in the future lead to outages of the whole site or services for several hoursand will also in the future lead to outages of the whole site or services for several hours.
• Most network restructuring at GridKa has been done already before the LHC start.

(e.g. to improve redundance of  WAN connections) 
• No major maintenance windows are currently planned• No major maintenance windows are currently planned.
• No regularily occuring (e.g. quarterly) downtimes planned for GridKa.
• Major maintenances / downtimes are coordinated with all experiments (LHC and non-LHC) 

in the GridKa Technical Advisory Boardin the GridKa Technical Advisory Board.
• Short downtimes of single services are coordinated with the affected experiments.



NL T1NL-T1

At th d t h T1 h l t h i f ft• At the dutch T1, we have a voluntary mechanism for after 
hours  support.   we are staffed from 08.00 til 18.00 on 
normal working  days.  outside of this, for certain classes of 
alarm tickets, "special" communication paths are used to 
contact experts; however there is no obligation by the 
expert to respond outside of working hours.p p g

•
• we try to make the underlying system as robust as possible 

i d d d ti it ivia redundancy and proactive monitoring.
•
• Our 24x7 document is undergoing the final edits as we• Our 24x7 document is undergoing the final edits as we 

speak, this is the gist of it.



24x7 at PIC24x7 at PIC
• Out of hours hours support of critical services:• Out-of-hours hours support of critical services:

– Manager on Duty (MoD) weekly shifts, 24x7. System in place for the whole year. 
For the moment, no difference between data taking period and other.

– MoD regularly checks monitoring system. Each alarm has an associated 
d th t th M D ill f ll i f f ilrecovery procedure that the MoD will follow in case of failure. 

– Critical alarms generate SMS to MoD mobile phone. 

• Scheduled downtimes:• Scheduled downtimes:
– Once a year, complete site outage (2-3 days) for electrical maintenance of the 

building.
• Up to now, downtime scheduled inside Easter week. If this has to change, need to 

coordinate with other T1s and experiments with as much time as possible (one yearcoordinate with other T1s and experiments with as much time as possible (one year 
notice).

– Would like to set up a schema of regular scheduled maintenances.
• In the last months, we have tested monthly scheduled maintenances (2nd Tuesday of 

every month). Very positive experience. Allows to plan and notify experiments with y ) y p p p y p
enough time. 

• During data taking, the frequency of these scheduled maintenances might be longer 
(quarterly?). Open to discuss and coordinate this with experiments and other Tier1s.


