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Outline

• Mixing and CP Violation (CPV) in the Charm sector
• Search for direct CP Violation:

•                                                                                analysis
•                                 analysis

• Mixing and search for indirect CP Violation:
•                                                                lifetime ratio 
analysis

• Conclusions
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Note: all the analyses presented here are NEW results not yet 
submitted for publication and use the full BaBar dataset (~470 fb-1)
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Flavour Mixing in the Charm Sector
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• Mass eigenstates ≠ flavour eigenstates

• Assuming CPT conservation, |p|2+|q|2=1

• Convention choice: D1 is CP-even state, CP |D0〉 = + |D ̅0〉

|D1,2i = p|D0i± q|D0i

• Long-distance 
contributions, dominant 
but affected by large 
theory uncertainties

• short-distance 
contributions, GIM and 
CKM suppressed in SM
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• Mixing parameters

x =
m1 �m2

�D
, y =

�1 � �2

2�D

• Definitions: m1,2 and Γ1,2 are mass and 
width of |D1,2〉  and ΓD=(Γ1+Γ2)/2



Riccardo Cenci CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

CP Violation in the Charm Sector
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direct CPV, AfD≠0

CPV in mixing, AM≠0

CPV in the interference, φf ≠ 0

Af
D =

|Af/Af |2 � |Af/Af |2

|Af/Af |2 + |Af/Af |2

Af = hD0|H|fi Af = hD0|H|fi
Af = hD0|H|fi Af = hD0|H|fi

�f =

q

p

Af

Af
=

����
q

p

Af

Af

���� exp[i(�f + �f )]

AM =
R2

M �R�2
M

R2
M +R�2

M

, RM =
q

p

strong +weak phase
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• Mixing in the D0 system is well 
established, significance ~10σ

• Standard Model (SM) 
predictions affected by large 
uncertainties: xtheo, ytheo ~ O
(10-2-10-7)

• Measurements of x and y are at 
the upper limit of SM, New 
Physics (NP) may contribute in 
short-distance diagrams

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

Experimental Status: Mixing
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791 fb-1

No Mixing

Int.J.Mod.Phys. A21 (2006) 5686-5693

http://www.slac.stanford.edu/xorg/hfag/charm/

http://www.slac.stanford.edu/xorg/hfag/charm/
http://www.slac.stanford.edu/xorg/hfag/charm/
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• Recently first evidence of CPV in the charm 
sector

• LHCb

• CDF

• Combined average exclude CPV at 1.98x10-5

• ∆aCP(dir)=(-0.678±0.147)%

• aCP(ind)=(-0.027±0.163)%

• These CP asymmetries are marginally compatible 
with the SM, but uncertainties on the predictions 
prevent establishing whether this is or not a sign 
of NP

• CPV in mixing would be a clear sign of NP

• Present experimental goals:

• Improve precision (also for single 
asymmetries)

• Measure single asymmetries in more decay 
channels

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

Experimental Status: CPV
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791 fb-1
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FIG. 3. Time-dependence of the measurement. The data are
divided into 19 disjoint, contiguous, time-ordered blocks and
the value of �ACP measured in each block. The horizontal
red dashed line shows the result for the combined sample.
The vertical dashed line indicates the technical stop referred
to in Table I.

TABLE I. Values of �ACP measured in subsamples of the
data, and the �2/ndf and corresponding �2 probabilities for
internal consistency among the 27 bins in each subsample.
The data are divided before and after a technical stop (TS),
by magnet polarity (up, down), and by the sign of px for
the slow pion (left, right). The consistency among the eight
subsamples is �2/ndf = 6.8/7 (45%).

Subsample �ACP [%] �2/ndf
Pre-TS, up, left �1.22± 0.59 13/26 (98%)
Pre-TS, up, right �1.43± 0.59 27/26 (39%)
Pre-TS, down, left �0.59± 0.52 19/26 (84%)
Pre-TS, down, right �0.51± 0.52 29/26 (30%)
Post-TS, up, left �0.79± 0.90 26/26 (44%)
Post-TS, up, right +0.42± 0.93 21/26 (77%)
Post-TS, down, left �0.24± 0.56 34/26 (15%)
Post-TS, down, right �1.59± 0.57 35/26 (12%)
All data �0.82± 0.21 211/215 (56%)

full set of common shape parameters between D⇤+ and
D⇤� candidates. Potential biases due to the inclusive
hardware trigger selection are investigated with the sub-
sample of data in which one of the signal final-state tracks
is directly responsible for the hardware trigger decision.
In all cases good stability is observed. For several of these
checks, a reduced number of kinematic bins are used for
simplicity. No systematic dependence of �ACP is ob-
served with respect to the kinematic variables.

Systematic uncertainties are assigned by: loosening the
fiducial requirement on the slow pion; assessing the e⇥ect
of potential peaking backgrounds in Monte Carlo pseudo-
experiments; repeating the analysis with the asymmetry
extracted through sideband subtraction in �m instead of

TABLE II. Summary of absolute systematic uncertainties for
�ACP .

Source Uncertainty
Fiducial requirement 0.01%
Peaking background asymmetry 0.04%
Fit procedure 0.08%
Multiple candidates 0.06%
Kinematic binning 0.02%
Total 0.11%

a fit; removing all candidates but one (chosen at random)
in events with multiple candidates; and comparing with
the result obtained without kinematic binning. In each
case the full value of the change in result is taken as the
systematic uncertainty. These uncertainties are listed in
Table II. The sum in quadrature is 0.11%. Combin-
ing statistical and systematic uncertainties in quadra-
ture, this result is consistent at the 1⇤ level with the
current HFAG world average [3].
In conclusion, the time-integrated di⇥erence in CP

asymmetry between D0 ⇥ K�K+ and D0 ⇥ ⇥�⇥+ de-
cays has been measured to be

�ACP = [�0.82± 0.21(stat.)± 0.11(syst.)]%

with 0.62 fb�1 of 2011 data. Given the dependence
of �ACP on the direct and indirect CP asymmetries,
shown in Eq. (3), and the measured value �⇤t⌅/⌅ =
[9.83± 0.22(stat.)± 0.19(syst.)]%, the contribution from
indirect CP violation is suppressed and �ACP is primar-
ily sensitive to direct CP violation. Dividing the central
value by the sum in quadrature of the statistical and sys-
tematic uncertainties, the significance of the measured
deviation from zero is 3.5⇤. This is the first evidence for
CP violation in the charm sector. To establish whether
this result is consistent with the SM will require the anal-
ysis of more data, as well as improved theoretical under-
standing.
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Formalism

• ... so when we take ARAW(f)* ! ARAW(f′)* the production and soft 
pion detection asymmetries will cancel. Moreover...

•No detector asymmetry for D0 decays to (K+ K!), (π+ π!)

8

ARAW (f) ⌘ N(D0 ! f)�N(D
0 ! f̄)

N(D0 ! f) +N(D
0 ! f̄)

ARAW (f)⇤ ⌘ N(D⇤+ ! D0(f)�+)�N(D⇤� ! D
0
(f̄)��)

N(D⇤+ ! D0(f)�+) +N(D⇤� ! D
0
(f̄)��)

ARAW (f) = ACP (f) +AD(f) +AP (D
0)

ARAW (f)⇤ = ACP (f) +AD(f) +AD(�s) +AP (D
⇤+)

physics CP asymmetry

Detection asymmetry of D0

Detection asymmetry of soft pion

Production asymmetry

... i.e. all the D*-related production and detection effects cancel.
This is why we measure the CP asymmetry difference: very robust 
against systematics.

Shorthand: �ACP ⌘ ACP (K
�K+)�ACP (�

��+)

CDF Note 10784

Improved Measurement of the Di�erence between Time–Integrated CP Asymmetries
in D0 � K+K� and D0 � �+�� Decays at CDF

The CDF Collaboration
URL http: // www-cdf. fnal. gov

(Dated: February 28, 2012)

We report an updated search for CP violation inD0 ⇥ h+h� (h = K,�) decays using the full CDF
Run II dataset collected by the trigger on displaced tracks. We use the strong D⇥+ ⇥ D0�+ decay
(“D⇥ tag”) to identify the flavor of the charmed meson at production time and measure the di⇥erence
in CP asymmetries between D0 ⇥ K+K� and D0 ⇥ �+��, �ACP = ACP(K

+K�)�ACP(�
+��).

This quantity is maximally sensitive to the presence of direct CP violation and highly suppresses
systematic uncertainties from instrumental asymmetries. Using 550 000 D0 ⇥ �+�� and 1.21
million D0 ⇥ K+K� decays, we determine �ACP =

⇥
�0.62± 0.21 (stat)± 0.10 (syst)

⇤
%, which is

the single most precise measurement to date and is inconsistent with no CP violation at the 2.7⇥
level, confirming the analogous result from LHCb.

Preliminary Result for Winter 2012 Conferences

ΔACP ≈ ΔaCPdir (1 + yCP �t�/τ ) + aCPind Δ�t�/
τ

July 11, 2012 0:16 WSPC/INSTRUCTION FILE charm
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and aind
CP

. Reproduced from Ref. 73.

where again X ≡ (X(K−K+) +X(π−π+))/2 and ∆X ≡ X(K−K+) −X(π−π+)
for X = (adirCP , 〈t〉). It is expected that, at least within the standard model, one
has adirCP (K

−K+) = −adirCP (π
−π+) and thus AΓ = −aindCP . This set of equations

shows that it is essential to measure both time-dependent (AΓ) and time-integrated
asymmetries (ACP ) separately in the decay modes D0 → K−K+ and D0→ π−π+

in order to distinguish the various possible sources of CP violation. Currently, the
experimental precision on AΓ is such that there is no sensitivity to differences in
the contributions from direct CP violation to measurements using K−K+ or π−π+

final states. Hence, the approximation AΓ ≡ AΓ ≈ AΓ(K−K+) ≈ AΓ(π−π+) can
be used to obtain

AΓ = −aindCP (12)

∆ACP = ∆adirCP

(

1 + yCP
〈t〉
τ

)

− aindCP

∆〈t〉
τ

. (13)

These equations have been used by HFAG to prepare a fit of the direct and indirect
CP violation contributions 73 as shown in Fig. 2. This fit yields a confidence level
of about 2×10−5 for the no CP violation hypothesis with best fit values of ∆adirCP =
(−6.78 ± 1.47) × 10−3 and aindCP = (0.27 ± 1.63) × 10−3. This also shows that the
most likely source of the large measured values for ∆ACP is direct CP violation in
one or both of the relevant decay modes. The fit formalism will have to be refined
using the equations discussed above in the future as more precise measurements as
well as individual asymmetries will become available.

PRL 108 (2012) 111602

arXiv:1207.2158

http://www.slac.stanford.edu/xorg/hfag/charm/

ICHEP 2012

http://www.slac.stanford.edu/xorg/hfag/charm/
http://www.slac.stanford.edu/xorg/hfag/charm/
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• Need at least 2 amplitudes with different 
weak and strong phases:

• Singly Cabibbo Suppressed (SCS): tree + 
penguin

• Cabibbo Favoured (CF) + Doubly 
Cabibbo Suppressed (DCS)

• Time integrated CP asymmetries:

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

Searches for Direct CPV
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ACP =
B
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� B
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u
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c s

K+

K̄0
D+

D± ! K0
SK

±

SCS

'

CPV ⇠ 0.1%

• Contribution from K0 - K̅0 mixing:                   
+(-)0.332±0.006%  when a K0 (K̅0) 
is in the final state

• Three-body decays CPV effects can 
be enhanced in certain Dalitz Plot 
(DP) regions

• DP model-dependent and model-
independent searches

SCS
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• 3 contributions to the measured value:

• Fwd/Bwd asymmetry in       production, AFB

• Virtual photon interference with virtual Z0

• Odd in cosθ*, used to decouple from ACP (indep. of cosθ*)
• Additional data-corrected MC only for D± ➝ K+K-π±

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

Searches for Direct CPV
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A
D(s)
rec = A

D(s)

CP +A
D(s)

FB (cos �⇤D(s)
) +A(�,K)

⇥ (plab(�,K), cos �
lab
(�,K))

cc

• Detector-induced charge reconstruction asymmetry: reconstruction asymm. and material interactions 
• data-driven method (D±

(s)➝ KS h±)

ACP (| cos �⇤D|) = A(+| cos �⇤D|) +A(�| cos �⇤D|)
2
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FIG. 1: Charged pion tracking efficiency asymmetry (defined
in Eq. 2) as a function of the pion momentum in the labora-
tory frame determined from the decays of τ leptons. The hor-
izontal error bars indicate the range of pion momentum [17].

lated from the 2-hadron visible momentum to obtain the157

ratio of two-hadrons to three-hadrons and determine the158

pion inefficiency and asymmetry. We allow for a different159

efficiency for positive and negative tracks (ε±) by intro-160

ducing the asymmetry as a function of pion laboratory161

momentum (pLab)162

a(pLab) =
ε+(pπ) − ε−(pπ)

ε+(pπ) + ε−(pπ)
. (2)

We find the average charged pion tracking asymmetry to163

be (0.10 ± 0.26)% in the momentum range of approxi-164

mately 0-4GeV/c, consistent with zero [17]. We linearly165

interpolate the asymmetry shown in Fig. 1 between data166

points or extrapolate beyond the first and last data point167

to obtain the ratio of track efficiency asymmetries in data168

and MC as a function of momentum. This ratio is then169

used to correct track efficiencies determined from the sig-170

nal MC.171

V. INTEGRATED CP ASYMMETRY172

MEASURED AS A FUNCTION OF THE173

PRODUCTION ANGLE174

The production of D+ (and D−) from e+e− → cc pro-175

cess is not symmetric in cos(θCM ); this forward-backward176

(FB) asymmetry coupled with the asymmetric accep-177

tance of the detector results in different yields for D+
178

and D− events. The FB asymmetry, to first order, arises179

due to the interference of the annihilation processes in-180

volving the virtual photon and the Z0 boson. The FB181

asymmetry is removed by averaging the charge asymme-182

try over four intervals symmetric in cos(θCM ), where the183

charge asymmetry is defined in a given bin as184

A ≡
ND+/εD+ − ND−/εD−

ND+/εD+ + ND−/εD−

(3)

and the bin boundaries in the cosine of the production an-185

gle are [0, 0.2, 0.4, 0.6, 1.0]. The D yields are determined186
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FIG. 2: CP asymmetry as a function of | cos(θCM )| in the data
sample. The solid line represents the central value of ACP

and the dashed lines represent the ±1σ statistical uncertainty,
determined from a χ2 minimization assuming no dependence
on | cos(θCM )|.

from a fit to the reconstructed K+K−π+ mass described 187

in Sec. VI. This technique has been used in previous 188

BABAR measurements in both three-body and two-body 189

decays [18–20]. We perform a χ2 minimization to obtain 190

the central value ACP = (0.35±0.30±0.15)%, where the 191

first error is statistical and systematic, respectively, with 192

a probability of 21% that the asymmetries are null in all 193

of the four intervals (Fig. 2). 194

VI. D
+

MASS FIT 195

The K+K−π+ mass distribution is fitted with a 196

double-Gaussian function with a common mean, a PDF 197

obtained from generator-level MC with smearing to de- 198

scribe the radiative decays D+ → K+K−π+γ and a 199

linear background (Fig. 3). In order to obtain the 200

PDF for the radiative decays we select reconstructed 201

D+ → K+K−π+γ MC events, generated with JET- 202

SET [21], which have a photon with a generated energy 203

Eγ > 10 MeV. The fit to data gives a D+ mass of 204

1869.70 ± 0.01 MeV/c2, where the error is statistical 205

only. The signal region is defined to be within ±2σD+ 206

of the peak, where σD+ =
√

fσ1σ
2
1 + (1 − fσ1)σ

2
2 is 5.04 207

MeV/c2 (σ1(σ2) is the standard deviation of the first (sec- 208

ond) Gaussian and fσ1 = 0.63 is the fraction of the sig- 209

nal in the first Gaussian) and contains a total of 227874 210

events. A fit of the D+ and D− mass distributions yields 211

ND+ = 113037 ± 469 and ND− = 110663 ± 467, respec- 212

tively. The ratio of efficiency-corrected yields (N/ε) is 213

R ≡
ND+/εD+

ND−/εD−

= 1.020 ± 0.006. This ratio is introduced 214

to remove any asymmetry due to physics, such as higher 215
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. (2)

We find the average charged pion tracking asymmetry to163

be (0.10 ± 0.26)% in the momentum range of approxi-164

mately 0-4GeV/c, consistent with zero [17]. We linearly165

interpolate the asymmetry shown in Fig. 1 between data166

points or extrapolate beyond the first and last data point167

to obtain the ratio of track efficiency asymmetries in data168

and MC as a function of momentum. This ratio is then169

used to correct track efficiencies determined from the sig-170

nal MC.171

V. INTEGRATED CP ASYMMETRY172

MEASURED AS A FUNCTION OF THE173

PRODUCTION ANGLE174

The production of D+ (and D−) from e+e− → cc pro-175

cess is not symmetric in cos(θCM ); this forward-backward176

(FB) asymmetry coupled with the asymmetric accep-177

tance of the detector results in different yields for D+
178

and D− events. The FB asymmetry, to first order, arises179

due to the interference of the annihilation processes in-180

volving the virtual photon and the Z0 boson. The FB181

asymmetry is removed by averaging the charge asymme-182

try over four intervals symmetric in cos(θCM ), where the183

charge asymmetry is defined in a given bin as184

A ≡
ND+/εD+ − ND−/εD−

ND+/εD+ + ND−/εD−

(3)

and the bin boundaries in the cosine of the production an-185

gle are [0, 0.2, 0.4, 0.6, 1.0]. The D yields are determined186
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FIG. 2: CP asymmetry as a function of | cos(θCM )| in the data
sample. The solid line represents the central value of ACP

and the dashed lines represent the ±1σ statistical uncertainty,
determined from a χ2 minimization assuming no dependence
on | cos(θCM )|.

from a fit to the reconstructed K+K−π+ mass described 187

in Sec. VI. This technique has been used in previous 188

BABAR measurements in both three-body and two-body 189

decays [18–20]. We perform a χ2 minimization to obtain 190

the central value ACP = (0.35±0.30±0.15)%, where the 191

first error is statistical and systematic, respectively, with 192

a probability of 21% that the asymmetries are null in all 193

of the four intervals (Fig. 2). 194

VI. D
+

MASS FIT 195

The K+K−π+ mass distribution is fitted with a 196

double-Gaussian function with a common mean, a PDF 197

obtained from generator-level MC with smearing to de- 198

scribe the radiative decays D+ → K+K−π+γ and a 199

linear background (Fig. 3). In order to obtain the 200

PDF for the radiative decays we select reconstructed 201

D+ → K+K−π+γ MC events, generated with JET- 202

SET [21], which have a photon with a generated energy 203

Eγ > 10 MeV. The fit to data gives a D+ mass of 204

1869.70 ± 0.01 MeV/c2, where the error is statistical 205

only. The signal region is defined to be within ±2σD+ 206

of the peak, where σD+ =
√

fσ1σ
2
1 + (1 − fσ1)σ

2
2 is 5.04 207

MeV/c2 (σ1(σ2) is the standard deviation of the first (sec- 208

ond) Gaussian and fσ1 = 0.63 is the fraction of the sig- 209

nal in the first Gaussian) and contains a total of 227874 210

events. A fit of the D+ and D− mass distributions yields 211

ND+ = 113037 ± 469 and ND− = 110663 ± 467, respec- 212

tively. The ratio of efficiency-corrected yields (N/ε) is 213

R ≡
ND+/εD+

ND−/εD−

= 1.020 ± 0.006. This ratio is introduced 214

to remove any asymmetry due to physics, such as higher 215
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ACP (0.155±0.36)% ACP (0.00±0.23)% ACP (0.6±2.0)%
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D±➝KSK±, Ds
±➝KSK±, Ds±➝KSπ± analysis

9

D± � K0
SK

±

|D
*θ|cos 

0 0.2 0.4 0.6 0.8 1

 (%
)

CP
A

-2

-1

0

1

2

3

 (%
)

|D
*θ|cos 

0 0.2 0.4 0.6 0.8 1

 (%
)

C
P

A

-1.5

-1

-0.5

0

0.5

1

|D
*θ|cos 

0 0.2 0.4 0.6 0.8 1

 (%
)

C
P

A

-20

-15

-10

-5

0

5

10

D±
s ! K0

SK
± D±

s ! K0
S⇡

±

Signal Yield 159400±800 Signal Yield 288200±1100 Signal Yield 14330±310

• Precision goal O(10-3), need to keep systematic errors at that level
• correct for the detector-induced charge reconstruction asymmetry using a data 

driven method that makes use of physical-asymmetries-free charged track sample 
from B decays

• Perform simultaneous mass fit and extract the number of D(s)+ and D(s)- in 10 bins 
of cosθ*

• decouple CP from FB asymmetry and combine values with a χ2 fit
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• Dominant systematic uncertainties:

• D±
(s)➝KSK± : statistics of the control sample used to correct for the 

charge asymmetry 

• Ds
±➝KSπ±: binning in cosθ* to decouple CP from FB asymmetry

• Apply corrections and evaluate the contribution of CPV from charm

10

D±➝KSK±, Ds
±➝KSK±, Ds

±➝KSπ± results

(value)±(stat)±(syst) No CPV observed

Table 2: Summary table for ACP measurements. Uncertainties, where reported, are
first statistical, and second systematic (BABAR Preliminary).

D± ⇥ K0
SK

± D±
s ⇥ K0

SK
± D±

s ⇥ K0
S�

±

ACP value from the fit (0.16± 0.36)% (0.00± 0.23)% (0.6± 2.0)%

Bias Corrections
Toy MC experiments +0.013% �0.01% �
PID selectors �0.05% �0.05% �0.05%
K0

S�K0
L interference +0.015% +0.014% �0.008%

ACP corrected value (0.13± 0.36± 0.25)% (�0.05± 0.23± 0.24)% (0.6± 2.0± 0.3)%

ACP contribution
(�0.332± 0.006)% (�0.332± 0.006)% (0.332± 0.006)%

from K0�K0 mixing

ACP value (charm only) (0.46± 0.36± 0.25)% (0.28± 0.23± 0.24)% (0.3± 2.0± 0.3)%

by making a requirement on the decay length divided by its uncertainty rather than
on the decay length alone.

5 Conclusions and Acknowledgements

In conclusion, we measure the direct CP asymmetry, ACP , in D± ⇥ K0
SK

±, D±
s ⇥

K0
SK

±, and D±
s ⇥ K0

S�
± decays using approximately 159,000, 288,000, and 14,000

signal candidates, respectively. The measured ACP value for each mode is reported
in Table 2, where the first error is statistical and the second is systematic. In the last
row of the table, we also report the ACP values after subtracting the expected ACP

contribution in each mode due to K0�K0 mixing. These results are consistent with
zero and with the SM prediction within one standard deviation.

We are grateful for the extraordinary contributions of our PEP-II colleagues
in achieving the excellent luminosity and machine conditions that have made this
work possible. The success of this project also relies critically on the expertise and
dedication of the computing organizations that support BABAR. The collaborating
institutions wish to thank SLAC for its support and the kind hospitality extended to
them. This work is supported by the US Department of Energy and National Science
Foundation, the Natural Sciences and Engineering Research Council (Canada), the
Commissariat à l’Energie Atomique and Institut National de Physique Nucléaire et de
Physique des Particules (France), the Bundesministerium für Bildung und Forschung
and Deutsche Forschungsgemeinschaft (Germany), the Istituto Nazionale di Fisica
Nucleare (Italy), the Foundation for Fundamental Research on Matter (The Nether-
lands), the Research Council of Norway, the Ministry of Education and Science of the
Russian Federation, Ministerio de Ciencia e Innovación (Spain), and the Science and
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• Integrated measurement similar to previous analysis: 
• fit the invariant mass in 8 bins of cosθ*
• compute the asymmetry in each bin

• decouple ACP from residual AFB asymmetry 
combining symmetric bin in cosθ*

• perform a χ2 fit to a constant value:

• Efficiency from MC sample generated 
according uniform phase space

• Parameterizations:
• cosθ*, to correct for FB 

asymmetry
• binned Dalitz plot

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

D±➝K+K-π±, integrated asymmetry
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FIG. 1: Charged pion tracking efficiency asymmetry (defined
in Eq. 2) as a function of the pion momentum in the labora-
tory frame determined from the decays of τ leptons. The hor-
izontal error bars indicate the range of pion momentum [17].

lated from the 2-hadron visible momentum to obtain the157

ratio of two-hadrons to three-hadrons and determine the158

pion inefficiency and asymmetry. We allow for a different159

efficiency for positive and negative tracks (ε±) by intro-160

ducing the asymmetry as a function of pion laboratory161

momentum (pLab)162

a(pLab) =
ε+(pπ) − ε−(pπ)

ε+(pπ) + ε−(pπ)
. (2)

We find the average charged pion tracking asymmetry to163

be (0.10 ± 0.26)% in the momentum range of approxi-164

mately 0-4GeV/c, consistent with zero [17]. We linearly165

interpolate the asymmetry shown in Fig. 1 between data166

points or extrapolate beyond the first and last data point167

to obtain the ratio of track efficiency asymmetries in data168

and MC as a function of momentum. This ratio is then169

used to correct track efficiencies determined from the sig-170

nal MC.171

V. INTEGRATED CP ASYMMETRY172

MEASURED AS A FUNCTION OF THE173

PRODUCTION ANGLE174

The production of D+ (and D−) from e+e− → cc pro-175

cess is not symmetric in cos(θCM ); this forward-backward176

(FB) asymmetry coupled with the asymmetric accep-177

tance of the detector results in different yields for D+
178

and D− events. The FB asymmetry, to first order, arises179

due to the interference of the annihilation processes in-180

volving the virtual photon and the Z0 boson. The FB181

asymmetry is removed by averaging the charge asymme-182

try over four intervals symmetric in cos(θCM ), where the183

charge asymmetry is defined in a given bin as184

A ≡
ND+/εD+ − ND−/εD−

ND+/εD+ + ND−/εD−

(3)

and the bin boundaries in the cosine of the production an-185

gle are [0, 0.2, 0.4, 0.6, 1.0]. The D yields are determined186
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FIG. 2: CP asymmetry as a function of | cos(θCM )| in the data
sample. The solid line represents the central value of ACP

and the dashed lines represent the ±1σ statistical uncertainty,
determined from a χ2 minimization assuming no dependence
on | cos(θCM )|.

from a fit to the reconstructed K+K−π+ mass described 187

in Sec. VI. This technique has been used in previous 188

BABAR measurements in both three-body and two-body 189

decays [18–20]. We perform a χ2 minimization to obtain 190

the central value ACP = (0.35±0.30±0.15)%, where the 191

first error is statistical and systematic, respectively, with 192

a probability of 21% that the asymmetries are null in all 193

of the four intervals (Fig. 2). 194

VI. D
+

MASS FIT 195

The K+K−π+ mass distribution is fitted with a 196

double-Gaussian function with a common mean, a PDF 197

obtained from generator-level MC with smearing to de- 198

scribe the radiative decays D+ → K+K−π+γ and a 199

linear background (Fig. 3). In order to obtain the 200

PDF for the radiative decays we select reconstructed 201

D+ → K+K−π+γ MC events, generated with JET- 202

SET [21], which have a photon with a generated energy 203

Eγ > 10 MeV. The fit to data gives a D+ mass of 204

1869.70 ± 0.01 MeV/c2, where the error is statistical 205

only. The signal region is defined to be within ±2σD+ 206

of the peak, where σD+ =
√

fσ1σ
2
1 + (1 − fσ1)σ

2
2 is 5.04 207

MeV/c2 (σ1(σ2) is the standard deviation of the first (sec- 208

ond) Gaussian and fσ1 = 0.63 is the fraction of the sig- 209

nal in the first Gaussian) and contains a total of 227874 210

events. A fit of the D+ and D− mass distributions yields 211

ND+ = 113037 ± 469 and ND− = 110663 ± 467, respec- 212

tively. The ratio of efficiency-corrected yields (N/ε) is 213

R ≡
ND+/εD+

ND−/εD−

= 1.020 ± 0.006. This ratio is introduced 214

to remove any asymmetry due to physics, such as higher 215
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ACP = (0.35± 0.30± 0.15)% No CPV observed
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efficiently and are referred to in after equation 29.
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log scale, where the radiative component of the signal PDF
is shown separately as a smooth curve. Lower sideband,
signal and upper sideband regions are defined between [1.83,
1.84] GeV/c2, [1.86, 1.88] GeV/c2 and [1.90,1.91] GeV/c2 and
shaded; the sideband regions are useful for background
subtraction, as well as for various background studies.

order QED physics processes, or detector induced effects216

from our search for CPV in the differential decay rate.217

The introduction of R allows us to confine such effects218

to the total decay rate. A value of R different from one219

could arise from an insufficiently accurate simulation of220

the FB asymmetry with respect to cos(θCM ) produced in221

e+e− → qq or a remaining systematic bias from modeling222

of the detector asymmetry.223

VII. ACP MEASURED IN REGIONS OF THE224

DALITZ PLOT AND IN MOMENTS ANALYSIS225

Model-independent techniques to search for CP viola-226

tion in the Dalitz plot were first used by this collabo-227

ration [18]. The techniques include a comparison of the228

moment distributions and the asymmetry in D+ and D−
229

yields in various regions of the Dalitz plot. We correct230

the D− events with the quantity R described and re-231

ported in Sec. VI. By applying this correction, we re-232

move residual detector-induced asymmetries and decou-233

ple, as far as possible, the search for CP violation in the234

Dalitz plot from the search for CP violation integrated235

over the phase space described in Sec. V. We measure the236

CP asymmetry in four regions of the Dalitz plot: below237

K̄∗(892)0 and φ(1020), within twice the nominal width of238

the K̄∗(892)0 [14], within twice the nominal width of the239

φ(1020) [14], and above K̄∗(892)0 and φ(1020) as shown240
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FIG. 4: (color online) D+ → K+K−π+ Dalitz plot fit pro-
jections assuming no CPV, with the regions used for model-
independent comparisons also indicated as boxes. The data
are represented by points with errors, the fit results by
the histogram. The normalized residuals below, defined as
(NData −NMC)/

√
NMC , lie between ±5σ. The horizontal di-

visions correspond to less than 1σ (green), 1σ to 3σ(yellow),
and 3σ to 5σ(red).

in Fig. 4. We report the fitted yields, average Dalitz plot 241

efficiencies, and CP asymmetries in Table I. 242

Another technique searches for CP violation in regions 243

of the Dalitz plot to measure the normalized residuals 244

of efficiency-corrected and background-subtracted Dalitz 245

plots for D+ and D−. Fig. 5 shows the normalized residu- 246

als ∆ for bins which are approximately equally populated 247

in statistics due to adaptive binning of the Dalitz plot, 248

where 249

∆ ≡
n(D+) − Rn(D−)

√

σ2(D+) + R2σ2(D−)
(4)

for a common set of bins in the D+ and D- Dalitz 250

plots designed to contain approximately equal numbers 251

of events. n(D+) and n(D−) are, respectively, the actual 252

numbers of events that each bin contains, and σ are their 253

uncertainties. 254

We calculate the quantity χ2/(ν−1) = (
∑ν

i=1 ∆2)/(ν− 255

1), where ν is the number of bins in the Dalitz plot. 256

We fit the distribution of normalized residuals to a 257

Gaussian function whose mean and width we find to be 258

consistent with 0 and 1, respectively. We obtain, for 100 259

bins, χ2 = 90.2 with a Gaussian residual mean of 0.08 260

± 0.15, width of 1.11 ± 0.15, and a consistency at the 261

72% level that the two Dalitz plots do not exhibit CP 262

asymmetry.. 263

The angular moments of the cosine of the helicity angle 264

of the D decay products reflect the spin and mass of the 265

intermediate resonant and nonresonant amplitudes [22]. 266

A comparison between D+ and D− of these moments 267
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D±➝K+K-π±, model independent analysis (1)
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• (1) Measurement of CP Violation 
in 4 regions of the DP:

• divide DP in 4 regions
• evaluate N(D±) in each region by 

fitting the mass distribution

• correct N(D±) by the 
corresponding ε(D±), and N(D±) 
by R to remove any asymmetry 
due to physics, like AFB

TABLE I: Yields, efficiencies, and CP asymmetry in regions of the Dalitz plot shown in Fig. 4. For the CP asymmetry the first
uncertainty is statistical and the second is systematic.

Dalitz plot region N(D+) ε(D+)[%] N(D−) ε(D−)[%] ACP [%]
(A) Below K̄∗(892)0 1882 ± 70 7.00 1859 ± 90 6.97 -0.65 ± 1.64 ± 1.73
(B) K̄∗(892)0 36770 ± 251 7.53 36262 ± 257 7.53 -0.28 ± 0.37 ± 0.21
(C) φ(1020) 48856 ± 289 8.57 48009 ± 289 8.54 -0.26 ± 0.32 ± 0.45
(D) Above K̄∗(892)0 and φ(1020) 25616 ± 244 8.01 24560 ± 242 8.00 1.05 ± 0.45 ± 0.31

provides a model-independent way to search for CP vi-268

olation in the Dalitz plot and to learn something about269

its mass and spin structure. We define the helicity angle270

θH for decays D+ → (r → AB)C (via resonance r) as271

the angle between the momenta of B and the parent D272

meson in the AB rest frame.273

The angular moments of order l are defined274

as the efficiency-corrected and background-subtracted275

invariant two-body mass distributions (m(K+K−),276

m(K−π+)) weighted by spherical harmonic mo-277

ments Y 0
l (cos(θH)) =

√

1/2πPl(cos(θH)). We de-278

fine weights in two-body invariant mass intervals279

W (l)
i ≡ (

∑

j w(l)S
ij −

∑

k w(l)B
ik )/< εi >, where the280

weights w(l)
ij (w(l)

ik ) are the spherical harmonic moments281

of the jth(kth) event in the ith bin and < εi > is the282

average ANN efficiency in the ith bin. The superscripts283

S,B refer to the signal and background. The error on284

W (l)
i is σ(l)2 ≡

P

j(w
(l)S
ij )2+

P

k(w(l)B

ik )2

<εi>2 . To study differ-285

ences between the D+ and D− amplitudes, we calculate286

the quantities X l
i for l ranging from 0 to 7 in a two-body287

invariant mass interval, where288

X l
i =

(W (l)
i (D+) − RW (l)

i (D−))
√

σ(l)
i

2
(D+) + R2σ(l)

i

2
(D−)

. (5)

We calculate the χ2/NDF over all the 36 mass bins in289

the K+K− and K−π+ moments with290

χ2 =
∑

i

∑

l1

∑

l2

X(l1)
i ρl1l2

i X(l2)
i (6)

where ρl1l2
i is the correlation coefficient between X l1 and291

X l2 :292

ρl1l2
i ≡

〈X(l1)
i X(l2)

i 〉 − 〈X(l1)
i 〉〈X(l2)

i 〉
√

〈X(l1)
i

2
〉 − 〈X(l1)

i 〉
2
√

〈X(l2)
i

2
〉 − 〈X(l2)

i 〉
2
. (7)

NDF is the number of degrees of freedom calculated as293

the product of the number of mass bins and the number294

of moments minus 1 due to the constraint that the overall295

rates of D+ and D− are equal. We find the χ2/NDF in296

the K+K− and K−π+ moments to be 1.10 and 1.09,297

for NDF = 287, consistent with the null hypothesis (no298

CPV) at 11% and 13%, respectively.299

VIII. CP ASYMMETRY IN THE DALITZ PLOT 300

OF D
+

→ K
+

K
−

π
+

301

The Dalitz plot amplitude A can be described 302

by the isobar model which is parameterized as 303

a coherent sum of amplitudes for a set of two- 304

body intermediate states r, each with a com- 305

plex coefficient, i.e., Ar(m2(K+K−),m2(K−π+)) = 306
∑

r MreiφrFr(m2(K+K−),m2(K−π+)) [23–25], where 307

Mr and φr are real and Fr are dynamical functions de- 308

scribing the intermediate resonances. The complex co- 309

efficient may also be parameterized in Cartesian form, 310

xr = Mr cos φr and yr = Mr sin φr. We choose the 311

K̄∗(892)0 as the reference amplitude in the CP sym- 312

metric and CP violating fits to the data such that 313

MK̄∗(892)0 = 1 and φK̄∗(892)0 = 0. 314

Using events from the sideband regions (shown in 315

Fig. 3) of the D+ mass distribution, we model the 316

CP conserving background which is comprised of the 317

K̄∗(892)0 and φ(1020) resonances and combinatorial 318

background. The combinatorial background outside of 319

the resonant regions has a smooth shape and is modeled 320

with the non-parametric k-Nearest-Neighbor density esti- 321

mator [26]. The regions of the K̄∗(892)0 and φ(1020) are 322

composed of the resonant structure and a linear combi- 323

natorial background which we parameterize as a function 324

of the two-body mass and helicity angle. The model con- 325

sists of a Breit-Wigner (BW) PDF to describe the res- 326

onant line shape, and a first order polynomial in mass 327

to describe the combinatorial shape. These are further 328

multiplied by a sum over powers of low-order Legendre 329

polynomials to model the angular dependence. 330

|ABW |2 =
Γ

(mKK,Kπ − mφ,K̄∗0)2 + (Γ/2)2
(8)

P0 = 1 (9)

P1 = cos(θH) (10)

P2 =
3 cos2(θH) − 1

2
(11)

9

ACP ⌘ N(D+)/"(D+)�R N(D�)/"(D�)

N(D+)/"(D+) +R N(D�)/"(D�)

A
B

D
C

No CPV observed

R ⌘ ND+/"D+

ND�/"D�
= 1.020± 0.006
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• (2) Normalized residuals of efficiency-corrected and background-subtracted 
DP for D+ and D- computed using an equally populated adaptive binning

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

D±➝K+K-π±, model independent analysis (2)

13

791 fb-1

)4/c2) (GeV
-

K
+

(K2m

1 1.5 2 2.5 3

)
4

/c
2

) 
(G

e
V

+
!-

(K
2

m

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

-1

0

1

2

3

Normalized Residuals

-5 -4 -3 -2 -1 0 1 2 3 4 5
0

2

4

6

8

10

12

FIG. 5: (color online) Normalized residuals of the D+ and
D− Dalitz plots in equally populated bins (left) and their
distribution fitted with a Gaussian.

TABLE III: Fit fractions of the resonant and nonresonant am-
plitudes in the Isobar model fit of the data. The uncertainties
are statistical only.

Resonance Fraction (%)

K̄∗(892)0 21.15 ± 0.20

φ(1020) 28.42 ± 0.13

K̄∗
0 (1430)0 25.32 ± 2.24

NR 6.38 ± 1.82

κ(800) 7.08 ± 0.63

a0(1450)0 3.84 ± 0.69

f0(980) 2.47 ± 0.30

f0(1370) 1.17 ± 0.21

φ(1680) 0.82 ± 0.12

K̄∗
1 (1410) 0.47 ± 0.37

f0(1500) 0.36 ± 0.08

a2(1320) 0.16 ± 0.03

f2(1270) 0.13 ± 0.03

K̄∗
2 (1430) 0.06 ± 0.02

K̄∗(1680) 0.05 ± 0.16

f0(1710) 0.04 ± 0.03

f ′
2(1525) 0.02 ± 0.01

Sum 97.92 ± 3.09

In the case of the S-wave resonances in the K+K−
385

system which have small contributions to the model,386

we use instead the Cartesian-form CP parameters ∆x387

and ∆y to parameterize the amplitudes and asymme-388

tries. This choice of parameterization reduces technical389

problems with the fit. For these resonances we there-390

fore have the parameters xr(D±) = xr ± ∆xr/2 and391

yr(D±) = yr ± ∆yr/2. The masses and widths deter-392

mined in the initial fit (shown in Table II) are fixed,393

while the remaining parameters are free in the fit. In394

Table IV, we report the CP asymmetries, i.e., either the395

polar-form pair (rr,∆φr) or the Cartesian pair (∆x,∆y).396

Fig. 6 shows the difference of the Dalitz plot projections397

of the data and the fit between the D+ and D− decays,398

where we weight the D− events by the quantity R de-399

scribed and reported in Sec. VI. It is evident from the400

figure that both the binned data charge asymmetry and401

that from the fit are consistent with zero and with each402

other. 403

IX. SYSTEMATIC UNCERTAINTIES 404

We consider the following sources of systematic uncer- 405

tainty: the event selection, i.e., the LR selection, correc- 406

tions applied to the MC, binning of the data in cos(θCM ), 407

and the Dalitz plot model. 408

To evaluate the uncertainty due to the LR selection, 409

we vary the selection such that the yield varies by at least 410

±1σ and assign a systematic uncertainty from the largest 411

variation from the nominal value of the CP asymmetry. 412

The uncertainty due to our correction of the produc- 413

tion model in the simulation is evaluated by randomly 414

varying the corrections within their uncertainty, account- 415

ing for the change in the efficiency, and repeating the 416

measurement. We take the RMS of 50 measurements 417

to obtain the systematic uncertainty. The uncertainty 418

due to the tracking asymmetry correction is evaluated 419

by comparing the measurement with two different cor- 420

rections, our “Tau31” correction and the correction used 421

in the BABAR analysis of D+ → K0
Sπ+ [20]. The average 422

tracking asymmetry in that analysis was 0.23 ± 0.05%, 423

consistent with ours, keeping in mind also that the dif- 424

fering momentum spectra lead to different averages. We 425

take the difference between the resulting asymmetries as 426

our systematic uncertainty. 427

The integrated measurement results from binning the 428

data in cos(θCM ); to evaluate the effect of binning we 429

change the number of bins and the bin edges, and we 430

also consider measuring the CP asymmetry as the aver- 431

age asymmetry from a single forward bin and a single 432

backward bin. The systematic uncertainty is determined 433

from the difference of the nominal central value and the 434

value determined from alternative methods. We report 435

these uncertainties for the integrated measurement in Ta- 436

ble V. The systematic uncertainties are combined in 437

quadrature. 438

To determine the model-dependent uncertainty on the 439

Dalitz plot CPV parameters we removed a single reso- 440

nance that contributes less than 1% of the total frac- 441

tion and redo the fit. The procedure is repeated for all 442

the smaller-contributing resonances. We change the stan- 443

dard value of the radial parameter in the Blatt-Weisskopf 444

form factors [25] for the intermediate resonance decay 445

vertex from 1.5 GeV−1 to 1.0 GeV−1. We take the maxi- 446

mum variation as the model-dependent systematic uncer- 447

tainty. Systematic uncertainties for the Dalitz fit CPV 448

parameters are listed in Table IV after the statistical er- 449

rors. 450

Finally, we have studied the possibility of systematic 451

effects on the comparison of binned Dalitz data as re- 452

ported in Sec. VII. The nominal probability for the null 453

hypothesis (no CPV) is 72% with 100 bins, while it is 454

42%, 62%, and 73%, respectively, with 25, 49 and 144 455

bins. By comparison changing the LR selection, as de- 456

scribed above, changes this probability to 81%. 457

11

µ=0.08±0.15
σ=1.11±0.15

�i =
n2
i (D

+)�Rn2
i (D

�)p
�2
i (D

+) +R2�2
i (D

�)
, ni =

Ni

⇥i

No CPV observed

• (3) Legendre polynomial moment analysis 
• Found K+K- and K-π+ moments to be consistent with null 

hypothesis at 11% and 13%, respectively

PRD 78, 051102(R) (2008)

No CPV observed
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• Isobar model to describe the DP distribution as a 
coherent sum of amplitudes

• Each resonance Ri  is parameterized with a different 
amplitude � and phase φ for D+ and D- (4 pars.):

• CPV parameters:

• Cartesian form: ∆x and ∆y
• Perform a simultaneous fit to the D+ and D- DPs

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

D±➝K+K-π±, model dependent analysis
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TABLE IV: CP violating parameters from the Dalitz plot fit. The first errors are statistical, the second are systematic
uncertainties which are determined from taking in quadrature the errors associated with tracking, the production model
correction, the event selection, and the Dalitz model (see Sec. IX).

Resonance r (%) ∆φ (◦)

K̄∗(892)0 0. (FIXED) 0. (FIXED)

K̄∗
0 (1430)0 −9.40+5.65

−5.36 ± 4.42 −6.11+3.29
−3.24 ± 1.39

φ(1020) 0.35+0.82
−0.82 ± 0.60 7.43+3.55

−3.50 ± 2.35

NR −14.30+11.67
−12.57 ± 5.98 −2.56+7.01

−6.17 ± 8.91

κ(800) 2.00+5.09
−4.96 ± 1.85 2.10+2.42

−2.45 ± 1.01

a0(1450)0 5.07+6.86
−6.54 ± 9.39 4.00+4.04

−3.96 ± 3.83

∆x ∆y

f0(980) −0.199+0.106
−0.110 ± 0.084 −0.231+0.100

−0.105 ± 0.079

f0(1370) 0.019+0.049
−0.048 ± 0.022 −0.0045+0.037

−0.039 ± 0.016
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FIG. 6: (color online) The difference of the Dalitz plot projections of data (points) and the fit (blue curve) between the D+

and D− decays. The width of the curve represents the ±1σ error expected for our data sample size.

TABLE V: Systematic uncertainties for the integrated CP
asymmetry. We fit for the yields in the forward region and
backward region as a function of production angle, averaging
the asymmetries to obtain ACP . The difference between the
central value and average ACP after testing for a systematic
shift is reported here.

Average cos θ asymmetry ∆ACP [%]
Event selection 0.07
Single forward and backward bin 0.01
cos(θCM ) binning 0.04
Track asymmetry correction 0.12

In summary, we find that the tracking asymmetry cor-458

rection results the largest systematic uncertainty in the459

case of the integrated measurement. The largest source460

of systematic uncertainty of the Dalitz plot amplitude461

analysis is the model-dependence. The choice of binning462

of the Dalitz plot is the largest systematic uncertainty463

for the hypothesis that the D+ and D− Dalitz plots are464

consistent with each other.465

X. CONCLUSIONS 466

We do not find any evidence for CP violation in the 467

SCS decay D+ → K+K−π+. The integrated CP asym- 468

metry defined in equation (2) is (0.35 ± 0.30 ± 0.15)%. 469

We find also that the asymmetries in four regions of the 470

Dalitz plot are consistent with zero as listed in Table I 471

and that the D+ and D− Dalitz plots are consistent with 472

no CP asymmetry with a probability of 72% according 473

to the analysis of the normalized residuals of the D+ and 474

D− Dalitz plot divided into 100 equally populated bins. 475

Finally, we find no evidence for CP asymmetry in decays 476

through various intermediate states with a study of the 477

two-body mass distributions as seen in Fig. 5, and with 478

a parameterization of the Dalitz plot for which the CP 479

asymmetries in amplitudes are listed in Table IV. 480
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TABLE IV: CP violating parameters from the Dalitz plot fit. The first errors are statistical, the second are systematic
uncertainties which are determined from taking in quadrature the errors associated with tracking, the production model
correction, the event selection, and the Dalitz model (see Sec. IX).

Resonance r (%) ∆φ (◦)

K̄∗(892)0 0. (FIXED) 0. (FIXED)

K̄∗
0 (1430)0 −9.40+5.65

−5.36 ± 4.42 −6.11+3.29
−3.24 ± 1.39

φ(1020) 0.35+0.82
−0.82 ± 0.60 7.43+3.55

−3.50 ± 2.35

NR −14.30+11.67
−12.57 ± 5.98 −2.56+7.01

−6.17 ± 8.91

κ(800) 2.00+5.09
−4.96 ± 1.85 2.10+2.42

−2.45 ± 1.01

a0(1450)0 5.07+6.86
−6.54 ± 9.39 4.00+4.04

−3.96 ± 3.83

∆x ∆y

f0(980) −0.199+0.106
−0.110 ± 0.084 −0.231+0.100

−0.105 ± 0.079

f0(1370) 0.019+0.049
−0.048 ± 0.022 −0.0045+0.037

−0.039 ± 0.016
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FIG. 6: (color online) The difference of the Dalitz plot projections of data (points) and the fit (blue curve) between the D+

and D− decays. The width of the curve represents the ±1σ error expected for our data sample size.

TABLE V: Systematic uncertainties for the integrated CP
asymmetry. We fit for the yields in the forward region and
backward region as a function of production angle, averaging
the asymmetries to obtain ACP . The difference between the
central value and average ACP after testing for a systematic
shift is reported here.

Average cos θ asymmetry ∆ACP [%]
Event selection 0.07
Single forward and backward bin 0.01
cos(θCM ) binning 0.04
Track asymmetry correction 0.12

In summary, we find that the tracking asymmetry cor-458

rection results the largest systematic uncertainty in the459

case of the integrated measurement. The largest source460

of systematic uncertainty of the Dalitz plot amplitude461

analysis is the model-dependence. The choice of binning462

of the Dalitz plot is the largest systematic uncertainty463

for the hypothesis that the D+ and D− Dalitz plots are464

consistent with each other.465

X. CONCLUSIONS 466

We do not find any evidence for CP violation in the 467

SCS decay D+ → K+K−π+. The integrated CP asym- 468

metry defined in equation (2) is (0.35 ± 0.30 ± 0.15)%. 469

We find also that the asymmetries in four regions of the 470

Dalitz plot are consistent with zero as listed in Table I 471

and that the D+ and D− Dalitz plots are consistent with 472

no CP asymmetry with a probability of 72% according 473

to the analysis of the normalized residuals of the D+ and 474

D− Dalitz plot divided into 100 equally populated bins. 475

Finally, we find no evidence for CP asymmetry in decays 476

through various intermediate states with a study of the 477

two-body mass distributions as seen in Fig. 5, and with 478

a parameterization of the Dalitz plot for which the CP 479

asymmetries in amplitudes are listed in Table IV. 480
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DP proj: N(D+) - N(D-) for data (points) and p.d.f (blue curve)
No CPV observed
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• Extract:

• If no CPV, yCP=y and ΔY=0
• in general yCP and ΔY depend on the final state

• Simultaneous fit to 5 signal channels:
• Flavour tagged: D*±➝D0π±; D0➝K+K-, π+π-, K±π

• Flavour untagged: D0➝K+K-, K+π-, K- π+

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

Mixing and CPV with Lifetime Ratio Analysis
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• Experimental assumption:
• small mixing (|x|, |y| << 1) ➝ proper time distributions 

are exponential with corresponding effective lifetimes to 
a very good approximation

• not sensitive to direct CPV and weak phase ϕ does not 
depend on final state ➝ KK and ππ modes share 
common effective lifetimes (crosscheck fit on data) 

yCP = y cos�� AM

2
x sin�

�Y = �x sin�+
AM

2
y cos�

• τD = D0 lifetime (K+π-, K- π+)
• τ+ ( τ̅+) = D0 (D ̅0) effective 

lifetime for decays to CP 
eigenstates (K+K-, π+π-)

Mixing Indirect CPV

yCP =
⌧D
2

✓
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⌧+
+
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⌧+

◆
� 1 �Y =
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• Charm background: 
• Small component (<0.7%), misreconstructed charm decays, not 

separated in the mass fit
• Lifetime fit PDFs and yields are extracted from MC in the signal region 

• Combinatorial background:
• Main component, random tracks
• Lifetime fit PDFs are extracted from data outside the signal region
• Lifetime fit yields (not for untagged K+K-) are extracted from data in 

the signal region (integral of bkg PDF minus the charm bkg yields from 
MC)

CKM 2012, Cincinnati, Ohio, Sep 30, 2012 

Backgrounds and Data Mass Fits
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•Legendre 

distinguish D0 from D0 candidates, and therefore deter-152

mine only the total signal and total background yields, in153

addition to the signal and background shape parameters.154

The reconstructed D0 invariant mass distributions and155

the fit results are shown in Fig. 1, together with a plot156

of the corresponding normalized Poisson pulls [29].157
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FIG. 1: The reconstructed two-body mass distributions for
the seven modes. The vertical lines show the lifetime-fit mass
region. The shaded regions are the background contributions.
The normalized Poisson pulls for each fit are shown under each
plot.

IV. SIGNAL AND SIDEBAND REGIONS 158

For the lifetime fit, we determine the regions in two- 159

body invariant mass that maximize signal significance, 160

minimize systematic effects due to backgrounds, and 161

minimize the effect of the correlation between D0 in- 162

variant mass and proper time. We refer to these 163

regions as the lifetime-fit mass regions. Based on 164

these studies, the optimal lifetime-fit mass region is 165

34MeV/c2 wide for all tagged modes and untagged 166

K∓π± events, 1.847 < M < 1.881GeV/c2. Because 167

of the smaller signal-to-background ratio for the un- 168

tagged K−K+ events, the lifetime-fit mass region for 169

this mode is only 24MeV/c2 in width, 1.852 < M < 170

1.876GeV/c2. For the tagged modes, a mass difference 171

sideband 0.151 < ∆m < 0.159GeV/c2 is used, along with 172

a low (high) invariant mass sideband, 1.819 (1.890) < 173

M < 1.839 (1.910)GeV/c2. The low (high) mass side- 174

band used for the untagged modes, 1.810 (1.899) < M < 175

1.830 (1.919)GeV/c2, is displaced from the tagged side- 176

band in order to reduce the signal component there. The 177

signal purities in the lifetime-fit mass regions range from 178

∼ 75% for the untagged K−K+ sample to ∼ 99.8% for 179

tagged K∓π± events. 180

We classify D0 candidate decays in the lifetime-fit mass 181

region as follows: D0 signal decays; misreconstructed- 182

charm decays, i.e., those in which the D0 daughter 183

tracks are products of a non-signal weak charm de- 184

cay; and the remaining decays as random combinatorial 185

background. Table I gives with the composition of the 186

misreconstructed-charm backgrounds expected from sim- 187

ulated events [30] in each final state. 188

TABLE I: Expected composition (in %) of the misrecon-
structed-charm backgrounds. Only misreconstructed-charm
background channels that have > 1% contribution in at least
one signal mode are listed. For the tagged modes, the yields
are the sum of the separate D0 and D0 tags.

Mode
Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

D0 → X"ν 15.4 10.3 29.9 7.2 ≤ 2

D0 → K−π+ 80.8 14.9 57.1 8.8 35.8

D0 → π0π+K− 1.1 70.3 1.7 63.3 6.9

D+ → π+π+K− ≤ 1 2.9 ≤ 1 11.8 ≤ 2

D0 → K+K− ≤ 1 ≤ 1 1.3 ≤ 1 3.5

D0 → π+π− 1.8 ≤ 1 2.2 ≤ 1 3.1

D0 → π+π−π0 ≤ 1 ≤ 1 7.0 ≤ 1 17.3

Λ decays ≤ 1 ≤ 1 ≤ 1 4.9 2.6

7

distinguish D0 from D0 candidates, and therefore deter-152

mine only the total signal and total background yields, in153

addition to the signal and background shape parameters.154

The reconstructed D0 invariant mass distributions and155

the fit results are shown in Fig. 1, together with a plot156

of the corresponding normalized Poisson pulls [29].157
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FIG. 1: The reconstructed two-body mass distributions for
the seven modes. The vertical lines show the lifetime-fit mass
region. The shaded regions are the background contributions.
The normalized Poisson pulls for each fit are shown under each
plot.

IV. SIGNAL AND SIDEBAND REGIONS 158

For the lifetime fit, we determine the regions in two- 159

body invariant mass that maximize signal significance, 160

minimize systematic effects due to backgrounds, and 161

minimize the effect of the correlation between D0 in- 162

variant mass and proper time. We refer to these 163

regions as the lifetime-fit mass regions. Based on 164

these studies, the optimal lifetime-fit mass region is 165

34MeV/c2 wide for all tagged modes and untagged 166

K∓π± events, 1.847 < M < 1.881GeV/c2. Because 167

of the smaller signal-to-background ratio for the un- 168

tagged K−K+ events, the lifetime-fit mass region for 169

this mode is only 24MeV/c2 in width, 1.852 < M < 170

1.876GeV/c2. For the tagged modes, a mass difference 171

sideband 0.151 < ∆m < 0.159GeV/c2 is used, along with 172

a low (high) invariant mass sideband, 1.819 (1.890) < 173

M < 1.839 (1.910)GeV/c2. The low (high) mass side- 174

band used for the untagged modes, 1.810 (1.899) < M < 175

1.830 (1.919)GeV/c2, is displaced from the tagged side- 176

band in order to reduce the signal component there. The 177

signal purities in the lifetime-fit mass regions range from 178

∼ 75% for the untagged K−K+ sample to ∼ 99.8% for 179

tagged K∓π± events. 180

We classify D0 candidate decays in the lifetime-fit mass 181

region as follows: D0 signal decays; misreconstructed- 182

charm decays, i.e., those in which the D0 daughter 183

tracks are products of a non-signal weak charm de- 184

cay; and the remaining decays as random combinatorial 185

background. Table I gives with the composition of the 186

misreconstructed-charm backgrounds expected from sim- 187

ulated events [30] in each final state. 188

TABLE I: Expected composition (in %) of the misrecon-
structed-charm backgrounds. Only misreconstructed-charm
background channels that have > 1% contribution in at least
one signal mode are listed. For the tagged modes, the yields
are the sum of the separate D0 and D0 tags.

Mode
Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

D0 → X"ν 15.4 10.3 29.9 7.2 ≤ 2

D0 → K−π+ 80.8 14.9 57.1 8.8 35.8

D0 → π0π+K− 1.1 70.3 1.7 63.3 6.9

D+ → π+π+K− ≤ 1 2.9 ≤ 1 11.8 ≤ 2

D0 → K+K− ≤ 1 ≤ 1 1.3 ≤ 1 3.5

D0 → π+π− 1.8 ≤ 1 2.2 ≤ 1 3.1

D0 → π+π−π0 ≤ 1 ≤ 1 7.0 ≤ 1 17.3

Λ decays ≤ 1 ≤ 1 ≤ 1 4.9 2.6

7

distinguish D0 from D0 candidates, and therefore deter-152

mine only the total signal and total background yields, in153

addition to the signal and background shape parameters.154

The reconstructed D0 invariant mass distributions and155

the fit results are shown in Fig. 1, together with a plot156

of the corresponding normalized Poisson pulls [29].157
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FIG. 1: The reconstructed two-body mass distributions for
the seven modes. The vertical lines show the lifetime-fit mass
region. The shaded regions are the background contributions.
The normalized Poisson pulls for each fit are shown under each
plot.
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For the lifetime fit, we determine the regions in two- 159

body invariant mass that maximize signal significance, 160

minimize systematic effects due to backgrounds, and 161

minimize the effect of the correlation between D0 in- 162

variant mass and proper time. We refer to these 163

regions as the lifetime-fit mass regions. Based on 164

these studies, the optimal lifetime-fit mass region is 165

34MeV/c2 wide for all tagged modes and untagged 166

K∓π± events, 1.847 < M < 1.881GeV/c2. Because 167

of the smaller signal-to-background ratio for the un- 168

tagged K−K+ events, the lifetime-fit mass region for 169

this mode is only 24MeV/c2 in width, 1.852 < M < 170

1.876GeV/c2. For the tagged modes, a mass difference 171

sideband 0.151 < ∆m < 0.159GeV/c2 is used, along with 172

a low (high) invariant mass sideband, 1.819 (1.890) < 173

M < 1.839 (1.910)GeV/c2. The low (high) mass side- 174

band used for the untagged modes, 1.810 (1.899) < M < 175

1.830 (1.919)GeV/c2, is displaced from the tagged side- 176

band in order to reduce the signal component there. The 177

signal purities in the lifetime-fit mass regions range from 178

∼ 75% for the untagged K−K+ sample to ∼ 99.8% for 179

tagged K∓π± events. 180

We classify D0 candidate decays in the lifetime-fit mass 181

region as follows: D0 signal decays; misreconstructed- 182

charm decays, i.e., those in which the D0 daughter 183

tracks are products of a non-signal weak charm de- 184

cay; and the remaining decays as random combinatorial 185

background. Table I gives with the composition of the 186

misreconstructed-charm backgrounds expected from sim- 187

ulated events [30] in each final state. 188

TABLE I: Expected composition (in %) of the misrecon-
structed-charm backgrounds. Only misreconstructed-charm
background channels that have > 1% contribution in at least
one signal mode are listed. For the tagged modes, the yields
are the sum of the separate D0 and D0 tags.

Mode
Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

D0 → X"ν 15.4 10.3 29.9 7.2 ≤ 2

D0 → K−π+ 80.8 14.9 57.1 8.8 35.8

D0 → π0π+K− 1.1 70.3 1.7 63.3 6.9

D+ → π+π+K− ≤ 1 2.9 ≤ 1 11.8 ≤ 2

D0 → K+K− ≤ 1 ≤ 1 1.3 ≤ 1 3.5

D0 → π+π− 1.8 ≤ 1 2.2 ≤ 1 3.1

D0 → π+π−π0 ≤ 1 ≤ 1 7.0 ≤ 1 17.3

Λ decays ≤ 1 ≤ 1 ≤ 1 4.9 2.6
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distinguish D0 from D0 candidates, and therefore deter-152

mine only the total signal and total background yields, in153

addition to the signal and background shape parameters.154

The reconstructed D0 invariant mass distributions and155

the fit results are shown in Fig. 1, together with a plot156

of the corresponding normalized Poisson pulls [29].157
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FIG. 1: The reconstructed two-body mass distributions for
the seven modes. The vertical lines show the lifetime-fit mass
region. The shaded regions are the background contributions.
The normalized Poisson pulls for each fit are shown under each
plot.
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For the lifetime fit, we determine the regions in two- 159

body invariant mass that maximize signal significance, 160

minimize systematic effects due to backgrounds, and 161

minimize the effect of the correlation between D0 in- 162

variant mass and proper time. We refer to these 163

regions as the lifetime-fit mass regions. Based on 164

these studies, the optimal lifetime-fit mass region is 165

34MeV/c2 wide for all tagged modes and untagged 166

K∓π± events, 1.847 < M < 1.881GeV/c2. Because 167

of the smaller signal-to-background ratio for the un- 168

tagged K−K+ events, the lifetime-fit mass region for 169

this mode is only 24MeV/c2 in width, 1.852 < M < 170

1.876GeV/c2. For the tagged modes, a mass difference 171

sideband 0.151 < ∆m < 0.159GeV/c2 is used, along with 172

a low (high) invariant mass sideband, 1.819 (1.890) < 173

M < 1.839 (1.910)GeV/c2. The low (high) mass side- 174

band used for the untagged modes, 1.810 (1.899) < M < 175

1.830 (1.919)GeV/c2, is displaced from the tagged side- 176

band in order to reduce the signal component there. The 177

signal purities in the lifetime-fit mass regions range from 178

∼ 75% for the untagged K−K+ sample to ∼ 99.8% for 179

tagged K∓π± events. 180

We classify D0 candidate decays in the lifetime-fit mass 181

region as follows: D0 signal decays; misreconstructed- 182

charm decays, i.e., those in which the D0 daughter 183

tracks are products of a non-signal weak charm de- 184

cay; and the remaining decays as random combinatorial 185

background. Table I gives with the composition of the 186

misreconstructed-charm backgrounds expected from sim- 187

ulated events [30] in each final state. 188

TABLE I: Expected composition (in %) of the misrecon-
structed-charm backgrounds. Only misreconstructed-charm
background channels that have > 1% contribution in at least
one signal mode are listed. For the tagged modes, the yields
are the sum of the separate D0 and D0 tags.

Mode
Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

D0 → X"ν 15.4 10.3 29.9 7.2 ≤ 2

D0 → K−π+ 80.8 14.9 57.1 8.8 35.8

D0 → π0π+K− 1.1 70.3 1.7 63.3 6.9

D+ → π+π+K− ≤ 1 2.9 ≤ 1 11.8 ≤ 2

D0 → K+K− ≤ 1 ≤ 1 1.3 ≤ 1 3.5

D0 → π+π− 1.8 ≤ 1 2.2 ≤ 1 3.1

D0 → π+π−π0 ≤ 1 ≤ 1 7.0 ≤ 1 17.3

Λ decays ≤ 1 ≤ 1 ≤ 1 4.9 2.6
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791 fb-1

which are determined from samples of simulated events.289

A small bias on these fit yields is observed in fits to simu-290

lated events. To correct for this, we scale the data yields291

based on the simulated-event fits and vary the mode-292

dependent scale factors as a systematic uncertainty. Ta-293

ble II gives the event class yields plus uncertainties ob-294

tained from the lifetime fit and indicates the yields that295

are fixed.296

TABLE II: Signal and background yields in the lifetime-fit
mass region. Yields with uncertainties are those obtained
directly from the lifetime fit to data. For the tagged modes,
the yields are the sum of the separate D0 and D0 tags.

Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

Signal 65 430 136 870 1 487 000 496 200 5 825 300

±260 ±370 ±1 200 ±1 200 ±2 600

Comb. Bkgd. 3 760 653 2 849 165 000 1 044 552

±1 000

Charm Bkgd. 97 309 642 5 477 4 645

The simultaneous fit to all events in the lifetime-fit297

mass region has 20 floating parameters: the seven sig-298

nal yields and three signal lifetimes; the expected yield299

of untagged K−K+ combinatorial candidates; the off-300

set t0; the parameters ft1 and ft2 characterizing the301

weight of the each Gaussian in the signal resolution302

mode; and the proper time error scaling parameters:303

s1, s2, s3, SKK , Sππ, S′
tag. After extracting the three304

signal lifetimes, using their reciprocals in the computa-305

tion of yCP and ∆Y as defined in Eqs. (1) and (2), re-306

spectively, we find307

yCP = [0.72 ± 0.18(stat)]%,

∆Y = [0.09 ± 0.26(stat)]%.

The statistical errors are computed using the covariance308

matrix returned by the fit. The lifetime-fit mass region309

proper time distributions and projections of the lifetime310

fit for the seven different decay modes are shown in Fig. 2.311

VI. CROSS-CHECKS AND SYSTEMATICS312

We have performed numerous cross-checks to search313

for potential problems, in addition to quantitative studies314

that yield the systematic uncertainties given in Table III,315

discussed below. Initially we tested the fit model by gen-316

erating large ensembles of datasets randomly drawn from317

the underlying total PDF, and observed no biases in the318

yCP and ∆Y results obtained. In addition, we have fit319

an ensemble of four simulated datasets, each equivalent320

in luminosity to the data, and found no evidence of bias321

in yCP or ∆Y .322

E
n
tr

ie
s 

/ 
( 

6
0
 f

s)

1

10

210

310

Data
Signal

Comb.

Charm

!*D
""

t (ps)
-2 -1 0 1 2 3 4

P
u
ll

-2

+2

E
n
tr

ie
s 

/ 
( 

6
0
 f

s)

1

10

210

310

Data
Signal

Comb.

Charm

+*D
""

t (ps)
-2 -1 0 1 2 3 4

P
u
ll

-2

+2

E
n
tr

ie
s 

/ 
( 

6
0
 f

s)

1

10

210

310

Data
Signal

Comb.

Charm

!*D
KK

t (ps)
-2 -1 0 1 2 3 4

P
u
ll

-2

+2

E
n
tr

ie
s 

/ 
( 

6
0
 f

s)

1

10

210

310

Data
Signal

Comb.

Charm

+*D
KK

t (ps)
-2 -1 0 1 2 3 4

P
u
ll

-2

+2

E
n
tr

ie
s 

/ 
( 

6
 f

s)

1

10

210

310

410

510 Data
Signal

Comb.

Charm

unt
"K

t (ps)
-2 -1 0 1 2 3 4

P
u
ll

-2

+2

E
n
tr

ie
s 

/ 
( 

6
0
 f

s)

1

10

210

310

410

510 Data
Signal

Comb.

Charm

±*D
"K

t (ps)
-2 -1 0 1 2 3 4

P
u
ll

-2

+2

E
n
tr

ie
s 

/ 
( 

6
0
 f

s)

1

10

210

310

410

510 Data
Signal

Comb.

Charm

unt
KK

t (ps)
-2 -1 0 1 2 3 4

P
u
ll

-2

+2

 (fs)#

404 406 408 410 412

"K#

+#

+
#

FIG. 2: Proper time t distribution for each decay mode with
the fit results overlaid. The combinatorial distribution (in-
dicated as ’Comb.’ in light gray) is stacked on top of the
misreconstructed-charm distribution (indicated as ’Charm’ in
dark gray). The normalized Poisson pulls for each fit are
shown under each plot; “unt” refers to the untagged datasets.
The bottom right plot shows the individual lifetimes (with
statistical uncertainties only); the gray band indicates the
PDG D0 lifetime ±1σ [27].

In fitting the data, we find that the tagged and un- 323

tagged extracted lifetimes for K−K+, and separately 324

for K∓π±, are compatible within the statistical uncer- 325

tainties. We performed a simultaneous fit to the tagged 326

channels, and a separate simultaneous fit to the untagged 327

9

which are determined from samples of simulated events.289

A small bias on these fit yields is observed in fits to simu-290

lated events. To correct for this, we scale the data yields291

based on the simulated-event fits and vary the mode-292

dependent scale factors as a systematic uncertainty. Ta-293

ble II gives the event class yields plus uncertainties ob-294

tained from the lifetime fit and indicates the yields that295

are fixed.296

TABLE II: Signal and background yields in the lifetime-fit
mass region. Yields with uncertainties are those obtained
directly from the lifetime fit to data. For the tagged modes,
the yields are the sum of the separate D0 and D0 tags.

Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

Signal 65 430 136 870 1 487 000 496 200 5 825 300

±260 ±370 ±1 200 ±1 200 ±2 600

Comb. Bkgd. 3 760 653 2 849 165 000 1 044 552

±1 000

Charm Bkgd. 97 309 642 5 477 4 645

The simultaneous fit to all events in the lifetime-fit297

mass region has 20 floating parameters: the seven sig-298

nal yields and three signal lifetimes; the expected yield299

of untagged K−K+ combinatorial candidates; the off-300

set t0; the parameters ft1 and ft2 characterizing the301

weight of the each Gaussian in the signal resolution302

mode; and the proper time error scaling parameters:303

s1, s2, s3, SKK , Sππ, S′
tag. After extracting the three304

signal lifetimes, using their reciprocals in the computa-305

tion of yCP and ∆Y as defined in Eqs. (1) and (2), re-306

spectively, we find307

yCP = [0.72 ± 0.18(stat)]%,

∆Y = [0.09 ± 0.26(stat)]%.

The statistical errors are computed using the covariance308

matrix returned by the fit. The lifetime-fit mass region309

proper time distributions and projections of the lifetime310

fit for the seven different decay modes are shown in Fig. 2.311

VI. CROSS-CHECKS AND SYSTEMATICS312

We have performed numerous cross-checks to search313

for potential problems, in addition to quantitative studies314

that yield the systematic uncertainties given in Table III,315

discussed below. Initially we tested the fit model by gen-316

erating large ensembles of datasets randomly drawn from317

the underlying total PDF, and observed no biases in the318

yCP and ∆Y results obtained. In addition, we have fit319

an ensemble of four simulated datasets, each equivalent320

in luminosity to the data, and found no evidence of bias321

in yCP or ∆Y .322
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FIG. 2: Proper time t distribution for each decay mode with
the fit results overlaid. The combinatorial distribution (in-
dicated as ’Comb.’ in light gray) is stacked on top of the
misreconstructed-charm distribution (indicated as ’Charm’ in
dark gray). The normalized Poisson pulls for each fit are
shown under each plot; “unt” refers to the untagged datasets.
The bottom right plot shows the individual lifetimes (with
statistical uncertainties only); the gray band indicates the
PDG D0 lifetime ±1σ [27].

In fitting the data, we find that the tagged and un- 323

tagged extracted lifetimes for K−K+, and separately 324

for K∓π±, are compatible within the statistical uncer- 325

tainties. We performed a simultaneous fit to the tagged 326

channels, and a separate simultaneous fit to the untagged 327

9

which are determined from samples of simulated events.289

A small bias on these fit yields is observed in fits to simu-290

lated events. To correct for this, we scale the data yields291

based on the simulated-event fits and vary the mode-292

dependent scale factors as a systematic uncertainty. Ta-293

ble II gives the event class yields plus uncertainties ob-294

tained from the lifetime fit and indicates the yields that295

are fixed.296

TABLE II: Signal and background yields in the lifetime-fit
mass region. Yields with uncertainties are those obtained
directly from the lifetime fit to data. For the tagged modes,
the yields are the sum of the separate D0 and D0 tags.

Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

Signal 65 430 136 870 1 487 000 496 200 5 825 300

±260 ±370 ±1 200 ±1 200 ±2 600

Comb. Bkgd. 3 760 653 2 849 165 000 1 044 552

±1 000

Charm Bkgd. 97 309 642 5 477 4 645

The simultaneous fit to all events in the lifetime-fit297

mass region has 20 floating parameters: the seven sig-298

nal yields and three signal lifetimes; the expected yield299

of untagged K−K+ combinatorial candidates; the off-300

set t0; the parameters ft1 and ft2 characterizing the301

weight of the each Gaussian in the signal resolution302

mode; and the proper time error scaling parameters:303

s1, s2, s3, SKK , Sππ, S′
tag. After extracting the three304

signal lifetimes, using their reciprocals in the computa-305

tion of yCP and ∆Y as defined in Eqs. (1) and (2), re-306

spectively, we find307

yCP = [0.72 ± 0.18(stat)]%,

∆Y = [0.09 ± 0.26(stat)]%.

The statistical errors are computed using the covariance308

matrix returned by the fit. The lifetime-fit mass region309

proper time distributions and projections of the lifetime310

fit for the seven different decay modes are shown in Fig. 2.311

VI. CROSS-CHECKS AND SYSTEMATICS312

We have performed numerous cross-checks to search313

for potential problems, in addition to quantitative studies314

that yield the systematic uncertainties given in Table III,315

discussed below. Initially we tested the fit model by gen-316

erating large ensembles of datasets randomly drawn from317

the underlying total PDF, and observed no biases in the318

yCP and ∆Y results obtained. In addition, we have fit319

an ensemble of four simulated datasets, each equivalent320

in luminosity to the data, and found no evidence of bias321

in yCP or ∆Y .322
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FIG. 2: Proper time t distribution for each decay mode with
the fit results overlaid. The combinatorial distribution (in-
dicated as ’Comb.’ in light gray) is stacked on top of the
misreconstructed-charm distribution (indicated as ’Charm’ in
dark gray). The normalized Poisson pulls for each fit are
shown under each plot; “unt” refers to the untagged datasets.
The bottom right plot shows the individual lifetimes (with
statistical uncertainties only); the gray band indicates the
PDG D0 lifetime ±1σ [27].

In fitting the data, we find that the tagged and un- 323

tagged extracted lifetimes for K−K+, and separately 324

for K∓π±, are compatible within the statistical uncer- 325

tainties. We performed a simultaneous fit to the tagged 326

channels, and a separate simultaneous fit to the untagged 327

9

which are determined from samples of simulated events.289

A small bias on these fit yields is observed in fits to simu-290

lated events. To correct for this, we scale the data yields291

based on the simulated-event fits and vary the mode-292

dependent scale factors as a systematic uncertainty. Ta-293

ble II gives the event class yields plus uncertainties ob-294

tained from the lifetime fit and indicates the yields that295

are fixed.296

TABLE II: Signal and background yields in the lifetime-fit
mass region. Yields with uncertainties are those obtained
directly from the lifetime fit to data. For the tagged modes,
the yields are the sum of the separate D0 and D0 tags.

Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

Signal 65 430 136 870 1 487 000 496 200 5 825 300

±260 ±370 ±1 200 ±1 200 ±2 600

Comb. Bkgd. 3 760 653 2 849 165 000 1 044 552

±1 000

Charm Bkgd. 97 309 642 5 477 4 645

The simultaneous fit to all events in the lifetime-fit297

mass region has 20 floating parameters: the seven sig-298

nal yields and three signal lifetimes; the expected yield299

of untagged K−K+ combinatorial candidates; the off-300

set t0; the parameters ft1 and ft2 characterizing the301

weight of the each Gaussian in the signal resolution302

mode; and the proper time error scaling parameters:303

s1, s2, s3, SKK , Sππ, S′
tag. After extracting the three304

signal lifetimes, using their reciprocals in the computa-305

tion of yCP and ∆Y as defined in Eqs. (1) and (2), re-306

spectively, we find307

yCP = [0.72 ± 0.18(stat)]%,

∆Y = [0.09 ± 0.26(stat)]%.

The statistical errors are computed using the covariance308

matrix returned by the fit. The lifetime-fit mass region309

proper time distributions and projections of the lifetime310

fit for the seven different decay modes are shown in Fig. 2.311

VI. CROSS-CHECKS AND SYSTEMATICS312

We have performed numerous cross-checks to search313

for potential problems, in addition to quantitative studies314

that yield the systematic uncertainties given in Table III,315

discussed below. Initially we tested the fit model by gen-316

erating large ensembles of datasets randomly drawn from317

the underlying total PDF, and observed no biases in the318

yCP and ∆Y results obtained. In addition, we have fit319

an ensemble of four simulated datasets, each equivalent320

in luminosity to the data, and found no evidence of bias321

in yCP or ∆Y .322
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FIG. 2: Proper time t distribution for each decay mode with
the fit results overlaid. The combinatorial distribution (in-
dicated as ’Comb.’ in light gray) is stacked on top of the
misreconstructed-charm distribution (indicated as ’Charm’ in
dark gray). The normalized Poisson pulls for each fit are
shown under each plot; “unt” refers to the untagged datasets.
The bottom right plot shows the individual lifetimes (with
statistical uncertainties only); the gray band indicates the
PDG D0 lifetime ±1σ [27].

In fitting the data, we find that the tagged and un- 323

tagged extracted lifetimes for K−K+, and separately 324

for K∓π±, are compatible within the statistical uncer- 325

tainties. We performed a simultaneous fit to the tagged 326

channels, and a separate simultaneous fit to the untagged 327

9

CP+ eigenstates CP mixed states

which are determined from samples of simulated events.289

A small bias on these fit yields is observed in fits to simu-290

lated events. To correct for this, we scale the data yields291

based on the simulated-event fits and vary the mode-292

dependent scale factors as a systematic uncertainty. Ta-293

ble II gives the event class yields plus uncertainties ob-294

tained from the lifetime fit and indicates the yields that295

are fixed.296

TABLE II: Signal and background yields in the lifetime-fit
mass region. Yields with uncertainties are those obtained
directly from the lifetime fit to data. For the tagged modes,
the yields are the sum of the separate D0 and D0 tags.

Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

Signal 65 430 136 870 1 487 000 496 200 5 825 300

±260 ±370 ±1 200 ±1 200 ±2 600

Comb. Bkgd. 3 760 653 2 849 165 000 1 044 552

±1 000

Charm Bkgd. 97 309 642 5 477 4 645

The simultaneous fit to all events in the lifetime-fit297

mass region has 20 floating parameters: the seven sig-298

nal yields and three signal lifetimes; the expected yield299

of untagged K−K+ combinatorial candidates; the off-300

set t0; the parameters ft1 and ft2 characterizing the301

weight of the each Gaussian in the signal resolution302

mode; and the proper time error scaling parameters:303

s1, s2, s3, SKK , Sππ, S′
tag. After extracting the three304

signal lifetimes, using their reciprocals in the computa-305

tion of yCP and ∆Y as defined in Eqs. (1) and (2), re-306

spectively, we find307

yCP = [0.72 ± 0.18(stat)]%,

∆Y = [0.09 ± 0.26(stat)]%.

The statistical errors are computed using the covariance308

matrix returned by the fit. The lifetime-fit mass region309

proper time distributions and projections of the lifetime310

fit for the seven different decay modes are shown in Fig. 2.311

VI. CROSS-CHECKS AND SYSTEMATICS312

We have performed numerous cross-checks to search313

for potential problems, in addition to quantitative studies314

that yield the systematic uncertainties given in Table III,315

discussed below. Initially we tested the fit model by gen-316

erating large ensembles of datasets randomly drawn from317

the underlying total PDF, and observed no biases in the318

yCP and ∆Y results obtained. In addition, we have fit319

an ensemble of four simulated datasets, each equivalent320

in luminosity to the data, and found no evidence of bias321

in yCP or ∆Y .322
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FIG. 2: Proper time t distribution for each decay mode with
the fit results overlaid. The combinatorial distribution (in-
dicated as ’Comb.’ in light gray) is stacked on top of the
misreconstructed-charm distribution (indicated as ’Charm’ in
dark gray). The normalized Poisson pulls for each fit are
shown under each plot; “unt” refers to the untagged datasets.
The bottom right plot shows the individual lifetimes (with
statistical uncertainties only); the gray band indicates the
PDG D0 lifetime ±1σ [27].

In fitting the data, we find that the tagged and un- 323

tagged extracted lifetimes for K−K+, and separately 324

for K∓π±, are compatible within the statistical uncer- 325

tainties. We performed a simultaneous fit to the tagged 326

channels, and a separate simultaneous fit to the untagged 327

9

• CP+ lifetimes
⌧+ = (405.69± 1.25) fs

⌧� = (406.40± 1.25) fs

⌧K⇡ = (408.97± 0.24) fs

• D0 lifetimes
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Lifetime Fit Results

18

791 fb-1

• Exclude no-mixing @ 3.3σ 

• Most precise single measurement of yCP

• Favored yCP value similar to prediction w/o CPV 
(HFAG value for y=(0.456±0.186)% from direct 
measurement using D0➝KSh+h-)

• Compatible with previous BaBar results:
• ∆Y=(-0.26±0.36±0.08)%

• yCP =(1.16±0.22±0.18)%
• This result supersedes the previous BaBar results

which are determined from samples of simulated events.289

A small bias on these fit yields is observed in fits to simu-290

lated events. To correct for this, we scale the data yields291

based on the simulated-event fits and vary the mode-292

dependent scale factors as a systematic uncertainty. Ta-293

ble II gives the event class yields plus uncertainties ob-294

tained from the lifetime fit and indicates the yields that295

are fixed.296

TABLE II: Signal and background yields in the lifetime-fit
mass region. Yields with uncertainties are those obtained
directly from the lifetime fit to data. For the tagged modes,
the yields are the sum of the separate D0 and D0 tags.

Tagged Modes Untagged Modes

π−π+ K−K+ K∓π± K−K+ K∓π±

Signal 65 430 136 870 1 487 000 496 200 5 825 300

±260 ±370 ±1 200 ±1 200 ±2 600

Comb. Bkgd. 3 760 653 2 849 165 000 1 044 552

±1 000

Charm Bkgd. 97 309 642 5 477 4 645

The simultaneous fit to all events in the lifetime-fit297

mass region has 20 floating parameters: the seven sig-298

nal yields and three signal lifetimes; the expected yield299

of untagged K−K+ combinatorial candidates; the off-300

set t0; the parameters ft1 and ft2 characterizing the301

weight of the each Gaussian in the signal resolution302

mode; and the proper time error scaling parameters:303

s1, s2, s3, SKK , Sππ, S′
tag. After extracting the three304

signal lifetimes, using their reciprocals in the computa-305

tion of yCP and ∆Y as defined in Eqs. (1) and (2), re-306

spectively, we find307

yCP = [0.72 ± 0.18(stat)]%,

∆Y = [0.09 ± 0.26(stat)]%.

The statistical errors are computed using the covariance308

matrix returned by the fit. The lifetime-fit mass region309

proper time distributions and projections of the lifetime310

fit for the seven different decay modes are shown in Fig. 2.311

VI. CROSS-CHECKS AND SYSTEMATICS312

We have performed numerous cross-checks to search313

for potential problems, in addition to quantitative studies314

that yield the systematic uncertainties given in Table III,315

discussed below. Initially we tested the fit model by gen-316

erating large ensembles of datasets randomly drawn from317

the underlying total PDF, and observed no biases in the318

yCP and ∆Y results obtained. In addition, we have fit319

an ensemble of four simulated datasets, each equivalent320

in luminosity to the data, and found no evidence of bias321

in yCP or ∆Y .322
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FIG. 2: Proper time t distribution for each decay mode with
the fit results overlaid. The combinatorial distribution (in-
dicated as ’Comb.’ in light gray) is stacked on top of the
misreconstructed-charm distribution (indicated as ’Charm’ in
dark gray). The normalized Poisson pulls for each fit are
shown under each plot; “unt” refers to the untagged datasets.
The bottom right plot shows the individual lifetimes (with
statistical uncertainties only); the gray band indicates the
PDG D0 lifetime ±1σ [27].

In fitting the data, we find that the tagged and un- 323

tagged extracted lifetimes for K−K+, and separately 324

for K∓π±, are compatible within the statistical uncer- 325

tainties. We performed a simultaneous fit to the tagged 326

channels, and a separate simultaneous fit to the untagged 327
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16 May 2012Nicola Neri - Charm mixing/CP violation results and HFAG averages

New HFAG averages for yCP and A!

37

NEW

-1.2 -1 -0.8 -0.6 -0.4 -0.2 0 0.2

 A
!
 (%)

World average -0.022 ! 0.161 %

BaBar 2012  0.088 ! 0.255 ! 0.058 %

Belle 2012 -0.030 ! 0.200 ! 0.080 %

LHCb 2012 -0.590 ! 0.590 ! 0.210 %

!!!"#$%&!"#$%&

!! '"$()!*+,*&

-4 -3 -2 -1 0 1 2 3 4 5

y
CP

 (%)

World average  0.866 ± 0.155 %

BaBar 2012  0.720 ± 0.180 ± 0.124 %

Belle 2012  1.110 ± 0.220 ± 0.110 %

LHCb 2012  0.550 ± 0.630 ± 0.410 %

Belle 2009  0.110 ± 0.610 ± 0.520 %

CLEO 2002 -1.200 ± 2.500 ± 1.400 %

FOCUS 2000  3.420 ± 1.390 ± 0.740 %

E791 1999  0.732 ± 2.890 ± 1.030 %

!!!"#$%&!"#$%&

!! '"$()!*+,*&

HFAG average 0.866 ± 0.155 %
HFAG average -0.022± 0.161 %

Including new BaBar and Belle results: significant improvement in the uncertainty 

and lower value for yCP.

BaBar 2012

BaBar 2012

previous value

1.064 ± 0.209 %

previous value

0.026 ± 0.231 %

yCP = (0.720± 0.180± 0.124)%

�Y = (0.088± 0.255± 0.058)%

(value)±(stat)±(syst)No CPV observed

(stat error only)

  NEW 
PRD 78, 011105 (2008)   

PRD 80, 071103 (2009)   

(Opposite sign definition)
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Conclusions
• Increase in precision and inclusion of more channels are needed to 

understand the origin of the CP violation reported by LHCb and 
CDF

• We have searched for CP-violating effects with the full BaBar data 
sample reaching a precision down to O(10-3)

• We have found NO evidence of direct or indirect CP violation in 
the following channels:

• D±➝KSK±, Ds➝KSK±, Ds➝KSπ± (direct CPV)

• D±➝K+K-π± (direct CPV)

• D0➝K+K-, D0➝π+π- (indirect CPV)

• We have measured yCP with the highest precision to date, and 
excluded the no-mixing hypothesis at 3.3σ significance

19
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• Dominant contributions:
• control sample statistics for correction of detector-induced 

asymmetry 
• binning choice

21

Systematics: D±➝KSK±, Ds
±➝KSK±, Ds

±➝KSπ±

[1] arxiv:1006.1938
[2] arXiv:1110.3790v1

[1] 

[2]

Syst. uncertainty (absolute) D± ! K0
SK

± D±
s ! K0

SK
± D±

s ! K0
S⇡

±

E�ciency of PID selectors 0.05% 0.05%

Statistics of control sample 0.23% 0.06%

Selection of control sample 0.01% 0.01%

cos⇥

⇤
binning 0.04% 0.02% 0.27%

K0
-K0

regeneration 0.05% 0.05% 0.06%

K0
S-K

0
L interference 0.015% 0.014% 0.008%

Total 0.25% 0.24% 0.29%
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Systematics: lifetime fit
channels, and find the lifetimes to be compatible within328

the statistical uncertainties. We repeated the fit allow-329

ing the K−K+ and π−π+ final states to have separate330

τ+ and τ̄+ lifetimes, and observed no statistically signif-331

icant difference between the K−K+ and π−π+ results.332

We estimated the effects of the SVT misalignment to be333

negligible.334

We varied the lifetime-fit mass region width by ±4 and335

±2MeV/c2. We adopt as the systematic uncertainty half336

the RMS of the differences |∆[yCP ]| and |∆[∆Y ]| from the337

nominal fit central values. We also shifted the position338

of each mass region by centering each of them at the339

most probable value for the signal PDF obtained in the340

invariant mass fits. These systematic uncertainties are341

given in the first two lines of Table III.342

For the untagged K−K+ mode, the combinatorial343

yield is a parameter determined in the lifetime fit. How-344

ever, it is also needed to determine the signal σt PDF. We345

first use the total background yield determined from the346

mass fit to extract a signal σt PDF, which is employed347

in an initial simultaneous lifetime fit. The combinatorial348

yield from this fit is used to construct an improved σt349

signal PDF and a second fit is performed (the nominal350

fit). We estimate the systematic error on yCP and ∆Y351

associated with the determination of the signal σt PDF352

for the untagged K−K+ mode to be the difference in the353

values obtained from an additional iteration of fit and354

the nominal fit.355

We vary the nominal mistag rate of 0.2% by ±0.04%,356

a 20% relative variation, and find no significant change357

in the nominal fit values. Instead of assuming equal frac-358

tions of D0 and D0 in the untagged K−K+ mode, we359

adopt the latest CDF result for direct CPV [32], and find360

negligible change in yCP and ∆Y .361

We rely on simulated events to determine both the362

PDF shapes and yields for the misreconstructed-charm363

backgrounds. To account for the model dependence, we364

vary the effective lifetime of these events by ±5%, except365

for tagged π−π+ mode where the variation is ±15% due366

to the small number of simulated events that pass the se-367

lection criteria in this mode. We also vary the expected368

misreconstructed-charm yields by ±10% in the tagged369

channels, and ±5% in the untagged channels. Each vari-370

ation is simultaneously applied to all modes. These are371

>
∼ 2σ variations relative to the statistical uncertainties of372

the simulated datasets.373

We vary the yields, weighting parameters, and fit-374

ting strategy used to obtain the 2-d lifetime PDF for375

combinatorial-background events in the lifetime-fit mass376

region from the mass sidebands. The yields for the tagged377

combinatorial-background events are varied by ∼ 5% in378

the π−π+ mode, 15% in tagged K−K+, and 20% in379

K∓π±. The untagged K∓π± combinatorial-background380

yield is varied using the value extracted from an alter-381

native lifetime fit model in which the yield is allowed to382

vary.383

The weights given to the low- and high-mass sidebands384

in the data in order to derive the combinatorial PDF385

TABLE III: The yCP and ∆Y systematic uncertainties. The
total is the sum-in-quadrature of the entries in each column.

Fit Variation |∆[yCP ]| (%) |∆[∆Y ]| (%)

mass window width 0.057 0.022

mass window position 0.005 0.001

untagged KK signal σt PDF 0.022 0.000

mistag fraction 0.000 0.000

untagged KK D0 fraction 0.001 0.000

charm bkgd. lifetimes 0.042 0.001

charm bkgd. yields 0.016 0.000

comb. yields 0.043 0.002

comb. sideband weights 0.004 0.001

comb. PDF shape 0.066 0.000

σt selection 0.052 0.053

candidate selection 0.028 0.011

Total 0.124 0.058

lifetime-fit mass region in data are extracted from simu- 386

lated events. They are varied by plus and minus the sta- 387

tistical uncertainty derived from splitting the simulated 388

dataset, which is equivalent to several times the nomi- 389

nal integrated luminosity, into datasets that numerically 390

match the nominal luminosity. 391

We also apply the variations described above for the 392

misreconstructed-charm background to vary the yields 393

and shape of the PDF that describe the residual sig- 394

nal events in the sidebands. This is also done for the 395

misreconstructed-charm PDF used in the sideband fits 396

from which the 2-d combinatorial PDF is extracted. This 397

yields the combinatorial PDF shape variation which is 398

then used in the nominal fit, to obtain the variation re- 399

ported in Table III. 400

Finally, we vary the σt criteria by ±0.1 ps from the 401

nominal σt < 0.5 ps, and take as the systematic uncer- 402

tainty the RMS of the deviations from the nominal fit 403

central value divided by
√

2. We also consider two vari- 404

ations in how multiple candidates sharing one or more 405

daughter tracks are selected. In the first variation, we 406

retain all multiple candidates, providing each candidate 407

passes all the other selection criteria. In the second vari- 408

ation, we reject all multiple candidates sharing one or 409

more daughter tracks. We fit these datasets using the 410

nominal fit model, and assign the largest observed devia- 411

tion from the nominal yCP and ∆Y central values as the 412

systematic uncertainty in Table III. The total yCP and 413

∆Y systematic uncertainties are calculated by summing 414

the contributions from all sources in quadrature, and are 415

reported in the last row of Table III. 416

VII. CONCLUSIONS 417

In summary, we measured yCP and ∆Y to a pre- 418

cision significantly better than our previous measure- 419
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