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Preservation Strategy 
•  Tevatron Experiments collected 10 fb-1 of p-pbar collision data in 

Run 2 at 1.96 TeV center of mass energy. 
•  The experiments and the laboratory and the community would like 

to 
–  maximize the physics output of these large and unique data 

samples  
–  Enable long-term analysis of the data by the CDF and D0 

collaborations 
–  Takes advantage of all that has been learned by DPHEP and 

previous efforts 
•  The lab and the DOE have provided support for 2 physicists to 

coordinate the data preservation activities as well as the support 
from the two computing divisions to help to implement a project. 

•  Bo Jayatilaka (CDF) 
•  Ken Herner (D0)    

DPHEP 2012 Stephen Wolbers  3 



Data Preservation Project 

•  A Data Preservation Project has been initiated at Fermilab.  
It is a joint Fermilab Computing Sector(CS)/CDF/D0 effort. 
–  Managed under the Computing Projects formalism in the 

Computing Sector. 
–  Project Manager – Rob Kennedy 
–  Project Technical Lead – Joe Boyd 
–  Project Team: 

•  Bo Jayatilaka 
•  Ken Herner 
•  Representatives from CDF and D0 
•  Representatives from Scientific Computing Division 

and Core Computing Division 
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Data Preservation Project 

•  The project will have a project charter that will lay out the 
scope, goals, effort, deliverables and timescale for the 
project. 

•  The project sponsor is Rob Roser, head of the Scientific 
Computing Division. 

•  A steering committee will meet regularly to review progress 
and to help address areas of concern. 

•  Regular reporting (weekly), management oversight, and other 
project management formalisms will be followed, as in all 
other large projects.   

•  The project is expected to take approximately 2 years, 
during which the majority of the changes needed to provide 
a stable long-term analysis facility should be completed. 
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CS Project reporting/tracking 
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Project issues, partial list 
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Joint Project Strategy 

•  Continue to support CDF and D0 systems for analysis in the 
near-term. 

•  Take advantage of any other developments for other 
programs at the laboratory and other DPHEP projects and 
leverage that effort whenever possible: 

•  Provide custom facilities only where necessary. 
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Fermilab Infrastructure and related 
activities 

•  A Shared Services Model is used for many of the computing 
services at Fermilab.  This includes but is not limited to: 
–  Storage 
–  Grid Computing 
–  Virtualization and Cloud Computing  
–  Networking 
–  Data Handling Systems 

•  There are many communities working at Fermilab and we can 
make use of ideas and technologies from many of them. 
–  Intensity Frontier 
–  CMS 
–  Particle Astrophysics 
–  Lattice QCD 
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Storage – migration to newer tape technology 

•  Fermilab has 7 SL8500 
tape libraries of 10000 
slots each. 

•  LT04 and T10KC tape 
technologies 

•  Currently migrating all 
data to T10K technology 

•  Around 17K out of 54K 
tapes are migrated. 

•  A copy of some subset of 
the CDF data will be 
copied to CNAF.   
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Grid Computing 

•  CDF and D0 already use 
FermiGrid.  The systems 
will continue to exist and 
accept jobs from the 
two experiments.  

•  This will allow Run 2 to 
continue to access 
resources even though 
they are not dedicated 
resources. 

•  Long history of this sort 
of batch sharing at 
Fermilab.  
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Virtualization and Cloud Computing 

•  Multiple efforts at Fermilab, including: 
–  GPCF, primarily static virtualization for Intensity 

Frontier experiments 
–  FermiCloud, dynamic virtualization 
–  Central virtualization for Windows applications 

•  It is expected that virtualization techniques can be used as 
a part of a data preservation plan for Run 2 if so desired. 

•  Also working to understand how one would use EC2 and 
AZURE in a test and production environment. 

•  Computer security issues are critical and will be part of any 
evaluation and implementation of virtualized and cloud 
systems. 
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• VM Hosts 

• VM Guests 
• VM Image 

• VM Image 

• SAN attached disk 

• VM Image 
• Library 

• SAN attached disk 

• 10 GE 

• 8 Gb FC 

• Bare Metal 
• Servers 

• 1 GE 

• Batch 
• Nodes 

• 1 GE 

• VM Hosts 

• VM Guests 

• 8 Gb FC 

• Infiniband 

• 1 GE • 10 GE 

• ~200 cores 

• ~4400 cores 

• ~350 cores 

• ~400 cores • GP Grid 
• FermiCloud 

• GPCF 
• (General Physics Computing Facility) 

• Batch 
• Nodes 

• Static VMs & 
• assigned servers 

• Dynamic VMs 
• Traditional grid 
• compute nodes 

• Small farm for 
• grid job testing 

Shared Computing Infrastructure 



100 GE 

•  E2E Perimeter Router 
o  Replace current circuit 

router 
o  Will have 100G and 10G 

cards 
•  FNAL R&D Switch 

o  Nexus 7009 that is being 
purchased this FY 

o  Will have 40G and 100G card 
from E2E 

•  Overview 
o  ~50%BW will be allocated to 

migrate existing E2E 
circuits 

o  ~50% BW for R&D 
o  The FNAL R&D switch to be 

connected to production 
E2E router 

o  It will have 40G ports for 
servers 



Frameworks, Data Handling, Linux, etc 

•  The overall scientific program at Fermilab provides advances 
and research into many areas that in turn can be leveraged 
for Run 2 data preservation. 
–  Frameworks 
–  Data Handling systems 
–  GEANT4, ROOT 
–  Scientific Linux 
–  Multicore, GPU, Phi architecture, etc. 

•  Wherever possible, the Run 2 systems can take advantage of 
developments in these areas.  

•  We also coordinate with and have some interactions with 
other Data Preservation projects 
–  SDSS, DES, CMS 
–  OSG, NSF, other agencies 
–  DASPOS  
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Summary 

•  The Fermilab Computing Sector is committed to successful 
Data Preservation for Run 2 experiments. 

•  From Rob Roser’s budget presentation to the laboratory: 
                    Tevatron Data (knowledge) Preservation 

> High Profile Project in DOE 
› Job much larger than simply archiving – preserving ability to do analysis 
and validate 
› We need to move away from these current custom systems to being able 
to run on generic future platforms 
› Hiring 2 domain experts for 2 2-year term positions with new funds 
› Budgeted additional 2.1 FTE of effort from SCD (mostly REX) to help  
› A cooperative effort between SCD and Expts 
› Detailed plan does not yet exist – scope needs to fit within a 2-year 
window with reasonable levels of effort… 

  Detailed plan will be first job of these new hires!!!  
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BACKUP 
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Tape migration – LTO4 to T10K 
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Networks 

•  The requirements of the program already push the networks 
to multiple high capacity redundant links within and outside 
the laboratory. 
–  CMS T1, Run 2, IF, Astrophysics, Lattice QCD, etc. 

•  R&D activities and participation in 100 GE networking will 
lead to sufficient capacity for future networking.   
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