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Agenda (30 mins total) 

• Agenda (1 min) 

• What is Service Management (9 mins) 
(Normally the foundation course is 3 full days!) 

• The Service Management Tool (5 mins) 

• How FB uses the tool (5 mins) 

• How the tool can be used also (5 mins) 

• Possible relevant features for adverse events (3 min) 

• Questions (2 mins) 

 

 

Please fasten your seat-belts 
 

 



What is Service Management? 
• Service Management is a set functions and processes for 

managing services over the entire lifecycle. 

• Service Management assures optimal alignment in terms of 

efficiency and effectiveness with the needs and possibilities 

of the organization 

• Service Management is a professional practice supported by 

an extensive body of knowledge, experience and skills. A 

global community of individuals and organizations in the 

public and private sectors fosters its growth and maturity. 

(ITIL & ISO20000) 

 

 

 

 



Service management – What is it ? 
• A framework 

• Established industry best practice, used by thousands of organisations 

worldwide 

• A strategic approach, covering all services 

• Business/customer/user focussed 

• A set of management processes covering the complete service lifecycle 

• An approach to ‘adopt and adapt’  to ensure service solutions fit the 

specific requirements of the organization 

Service management – What it is NOT ! 

• A tool (e.g. service now) 

• The service desk 



The Framework 
ITIL Comprises five volumes: 
1. Service Strategy (373 pages) 

2. Service Design (334 pages) 

3. Service Transition (270 pages) 

4. Service Operation (396 pages) 

5. Continual Service Improvement (308 pages) 

Mature, full of practical ideas, widely adopted, supported by tools, and is the “defacto standard” 

 

ISO 20k 
• Aligned with ITIL V3 

• Very ‘short’ (~60 pages) 

 

 

 

While ISO/IEC 20000 is a standard to be achieved and maintained,  

ITIL offers a body of knowledge useful for achieving the standard. 



Why could this be relevant 

• ISO 20k & ITIL cover  

• continuity and availability management (incl risk) 

• incident management (incl. ‘major incidents’) 

• ….. 
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Incident management in ISO20k 

• Some Example Questions from ISO20k maturity 

review checklist 

• Notion of impact, and urgency in prioritization  

 

• The notion of ‘major incident’ as defined in these 

standards sound like ‘adverse event’  

 

 

 

Has the organization documented and agreed the definition of a major incident? 8.1 6th

Are major incidents classified and managed according to a documented procedure? 8.1 6th

Are top management informed of major incidents? 8.1 6th

Does top management ensure that a designated individual responsible for managing the 

major incident is appointed?

8.1 6th

After the service has been restored, are major incidents reviewed to identify opportunities 

for improvement?

8.1 6th

When prioritizing incidents, are impact and urgency of the incident taken into 

consideration?

8.1 3rd Impact and Urgency?



Incident management in ITIL 



Incident Management @ CERN 

• This is there now 

(but not yet well used 

everywhere) 



Our Scope 
Criticality (impact if we 'loose' the service) 
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Criteria to help in the classification of 

criticality 
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Minor 

Nil 1 1 
very few people affected; people can work on 'other' activities; 
workaround exists; cost < 1KCHF; safety is not affected; only 
visible in small contained area; no reputation issue 

Nil / Very 
Limited Hardly visible 2 1 

several people affected; cost <5KCHF; safety is not affected; 
not visible outside CERN; no reputation issue 

Very limited 3 1 
small group of people affected; cost <10KCHF; safety is not 
affected; not visible outside CERN; no reputation issue 

Average 

Limited 4 1 
considerable number of people affected (>20); cost <20KCHF; 
possibly affecting people outside central services; no reputation 
issue 

Limited Visible 5 1 
considerable number of people affected (>50); cost <50KCHF; 
possibly affecting people outside CERN; CERN reputation 
possibly slightly affected 

Significant 6 1 
considerable number of people affected (>100); cost 
<100KCHF; seriously affecting considerable population inside 
and outside CERN; CERN reputation possibly affected 

Major 

Very 
significant 

7 2 
considerable number of people affected (>500); cost 
<400KCHF; seriously affecting very significant  population 
inside and outside CERN; CERN reputation most likely affected 

Significant 

Important 8 2 
large number of people affected (>1000); cost <1MCHF; very 
seriously affecting large population inside and outside CERN; 
significant risk to CERN reputation 

Critical 

Disastrous 9 3 
large number of people affected (>1000); cost <10MCHF; 
affecting very large population inside and outside CERN; 
putting survival of CERN at risk; possible serious injuries 

Major 

Catastrophic 10 5 
large number of people affected (>1000); cost >10MCHF; 
affecting large population inside and outside CERN; putting 
survival of CERN at big risk; possible loss of life 
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GS, IT, HR, FP …  



Why Service Management @ CERN 
Why Service Management and why now (Project started in 2010) 

 

 Global Laboratory – 24/7  presence  is required. 

 With the start of LHC in 2009 dramatic increasing number of Users but stable staff numbers. 

 The wide range of services offered by CERN must become easy to find, without requiring knowledge of 
CERN internal structures. 

 Standardization to improve effectiveness in times of reduced budgets 

 Opportunity: The time is right 

 Mature best practice available 

 Mature off the shelf tools available (finally ) 

 Management awareness of SM maturity issue 

 

 



Service Management for CERN 
What are we trying to achieve with Service Management? 

 

Our First 8 Goals: 

1. One Service Desk for CERN (one number to ring, one place to go) (SPOC) 

2. Standard Processes for all Service Providers at CERN (one behavior) 

3. Services defined from a User’s point of view 

4. Services easy to find by everybody, without knowledge of CERN internal structures 

5. Service and process quality measurable 

6. Improved collaboration over the borders of sections, groups and departments  

(break down silo’s) 

7. Very high level of automation of all known procedures 

8. Framework for continuous improvement in the fields of efficiency and effectiveness 

 



Service Management Tool selection  
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Current Process Requirements

35 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

Future Use Requirements

10 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

Interface Requirements

15 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

Technical Requirements (requirements that are not applicable can be ignored)

10 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

Measurement Requirements

5 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

Reporting Requirements

5 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

Hosting schemes (no impact final score, as one or more of these schemes are always present)

0 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

Licence Model and costs (Info to be provided in cost and comments column)
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General Quality Factors
10 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

100 0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             0 -             

Preselection criteria % of score

Customer experience 20

Implementation effort (feasible roll out within 4 months) 15

Provider's viability and completeness of vision 15

Native relevant  ITIL best-practice content 10

Fully Web 2.0 based (Back office & Portal) 10

Technology Stack Compatability 10

Product Design Quality & Maturity 20

100
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Legend:

"Score": Rating from 0 (feature not available, not programmable) to 5 (full functionality provided out of the box, no 

extra effort required).

"Configuration/programming effort": Optional field for defining customization/programming effort. Values 

entered here will be used mainly for detailed distinction in case of undecision.

"Additional comments": Optional field for additional helpful comments aimed at progressing tool selection.

Overall score is determined by multiplying Weight and out-of-the-box rating; a 0 rating for a "Must-have" feature 

leads to automatic failure.

Definition of Weight values : 5=must have, 3=should have, 1=nice to have

Score values: 5 = Out of the box, 4 = customisation/configuration, 3= scripting, 2=minor programming,  1=application 

programming 0=not possible, Effort in mandays
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• >40 products long-listed and evaluated against “preselection criteria”. 

• 6 invited for a detailed evaluation using technical questionnaire (>300 ‘questions’). 

• For top 2: technical challenge presentations. 

• For top 2: live instance tests performed.  

• > 6 reference visits performed 

• Commercial, TCO, and planning considerations 

• Service Now selected September 2010. 
 

• Functional Coverage 
• Architecture 
• Flexibility 
• 100% Web Based 
• SAAS 



Operational since Feb 2011 

• > 90000 requests treated 

• >100000 incidents treated 

• 885 Supporters using it 



The Service management toolbox:   
Service Portal for end users 

• Google like search 

• Context aware ‘Record producers’ 

 

Automated ticket assignment  



Service-Now back office 



Service-Now 
• Relevant Features 

• Fully WEB based  
(can be used anywhere from any platform) 

• Templates (Automation of Tasks) 
(automatic filling in of fields, recipes) 

• Record Producers (Forms) 
(question and answer forms) 

• ITIL processes supported at CERN 
• Incident, Request, Knowledge, Change, Event (end 2012), Service 

catalog, Service Level, Reporting, … 

• Prioritization, Targets and automatic Escalation 

• Watchlist (keep relevant people informed in real time) 

• Reporting 

• Aligned with all CERN corporate systems and policies  
• (locations, persons, equipment, roles, and IT’s information security policies!) 



Service-Now for FB; Homepage 
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1. Buttons linking to forms (record producers) for fast creation of ‘standard tickets’ 

2. Menus that can be removed with quick filters etc.. drag and drop shortcuts  

3. Lists of ‘interesting’ tickets (like waiting for action, assigned to you, or your group..) 

IMPORTANT NOTES: FB CURRENTLY ONLY USES THE REQUEST AND NOT THE INCIDENT PROCESS AS DESIGNED 
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Service-Now for FB; Confined Space 
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1. Header with free text to explain things 

2. Mandatory and optional fields that can be validated against CERN databases  

(e.g. people, locations, equipment items, etc.…) 

3. Confidentiality aligned with IT information security policy standards 
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Service-Now for FB; Confined Space 
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1. Approvals can be requested 

2. Work can be scheduled 

3. People can be kept in the loop 

4. A full history and audit trail is kept  
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Service-Now for FB; Reporting 
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1. Real time reports and dashboard  (easy) 

2. Drill down from reports 

3. Reports can be scheduled and emailed as pdf, excel etc.. 

4. Reports can be ‘publised’ (a url will give uptodate report) 
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Service-Now for FB; Intervention report 
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Service-Now for FB; Intervention report 
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Service-Now for FB; Intervention report 

• Used since a couple of weeks.. 



Service-Now for FB; PDF printing  

 



Service-Now elsewhere 

• The tool is designed to orchestrate incident 

management and request fulfillment in real time. 

• Benefits of real time: real time escalation, real 

time communication and coordination, etc..  

• Further interesting features of service-now 

• SAAS; 24/7 

• Hosted outside CERN site in Geneva area 

• Hot failover in Zurich 

• Many (>>400) very significant customers world wide 



Status Board 
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1. Outages (unplanned interruptions) 

2. Interventions (planned interruptions) 

3. Subscription to RSS feeds 

4. There is information on WHAT, WHERE, WHEN and WHY 

2 
2 
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 To communicate proactively on major incidents and 

outages (planned or unplanned) 

 DRUPAL based (currently) 



Coming soon 
• ‘Related tickets’ (e.g. for a safety inspection, all requests can 

be monitored and orchestrated from a single ticket). 

• Event management (first for IT)  

“The process that monitors all events that occur through the 

infrastructure. It allows for normal operation and also detects 

and escalates exception conditions.” 

• Status Board upgrade from Drupal to Service-Now 

• One status board for GS, IT, HR and FP 

• Twitter Feed (which seems the ‘de facto’  

resilient method to push information out 

in case of outages, see Fermilab, and ..) 



My Conclusions 

• Processes and Tool aligned with best practice 

• Pragmatic not bureaucratic 
(we are not the ayatollahs of ITIL) 

• “A fool with a tool, is still a fool” 
(Tools and processes is not enough, they have to be used correctly) 

• We believe we are on the right path, but there is still 

‘significant’ room for improvement in terms of ‘Maturity’  
(mostly a people problem, some ‘preaching’ is still necessary). 

• We hope we can converge in terms of vision and strategy; 

lets join forces. 

YES WE CAN! 

 

Service Management team 



Questions / Reactions? 


