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Fig. 2 Left: pull comparison of the fit results with the direct measure-
ments in units of the experimental uncertainty. Right: determination
of MH excluding the direct MH measurements and all the sensitive

observables from the fit, except the one given. Note that the fit results
shown are not independent

sponding profile curves excluding in addition the new MH

measurements are shown (gray bands). The results from the
direct measurements for each variable are also indicated by
data points at !χ2 = 1.5 The inclusion of the direct mea-
surement of the Higgs-boson mass substantially improves
the precision of the fit predictions.

The fit indirectly determines the W mass (cf. Fig. 3—
bottom left, blue band) to be

MW = (80.3593 ± 0.0056mt ± 0.0026MZ ± 0.0018!αhad

± 0.0017αS ± 0.0002MH ± 0.0040theo) GeV

R0
b . As a compensation of the missing value of R0

$ we provide a value
for αS(M

2
Z). Since the fit results are independent of the exact αS value,

we use our fit result 0.1191 ± 0.0028 in this case.
5We show the aforementioned result of the Tevatron combination of
the direct top-mass measurements [12], the top pole mass derived
from the measured t t̄ cross section at the Tevatron (mt = 173.3 ±
2.8 GeV), assuming no new physics contributes to this cross-section
measurement [32], the direct top-mass measurement of ATLAS deter-
mined in 1.04 fb−1 of pp collisions at

√
s = 7 TeV (mt = 174.5 ±

2.4 GeV) [33], the direct top-mass measurement of CMS based on
5.0 fb−1 of 7 TeV data (mt = 173.5 ± 1.1 GeV) [34], the aforemen-
tioned W mass world average [10] and the LEP/SLD average of the
effective weak mixing angle (sin2 θ$

eff = 0.23153 ± 0.00016) [9].

= (80.359 ± 0.011tot) GeV, (2)

which exceeds the experimental world average in precision.
The different uncertainty contributions originate from the
uncertainties in the input values of the fit as given in the
second column in Table 1. The dominant uncertainty is due
to the top quark mass. Due to the weak, logarithmic depen-
dence on MH the contribution from the uncertainty on the
Higgs mass is very small compared to the other sources of
uncertainty. Note that in the Rfit scheme [17, 18] the treat-
ment of the theoretical uncertainty as uniform likelihood
corresponds a linear addition of theoretical and experimen-
tal uncertainties. Quadratic addition would give a total un-
certainty in the MW prediction of 0.008.

The indirect determination of the effective weak mixing
angle (cf. Fig. 3—bottom right, blue band) gives

sin2 θ$
eff = 0.231496 ± 0.000030mt ± 0.000015MZ

± 0.000035!αhad

±0.000010αS ± 0.000002MH ± 0.000047theo

= 0.23150 ± 0.00010tot, (3)

which is compatible and more precise than the average of
the LEP/SLD measurements [9]. The total uncertainty is

Motivation of W/Z properties measurements
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 For the 1st time:  we can precisely

Examine a complete SM!
 

14"

MVA#analysis# Cut5based#analysis#

m&&#distribu?on#with#each#event#weighted#by#the#
S/(S+B)#value#of#its#category#(for#visualiza?on#only).#

weighted#mass#distribu?ons#

%mH#=#125.4#±#0.5#(stat.)#±#0.6#(sys.)#GeV#

H->γγ

  A Higgs discovery. 

The SM is now complete! 

Current “big picture”

CMS

Comparing SM 
predicted value 
with directly 
measured value.

Pull plot of SM global fit

No difference 
exceeds 3σ.
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Abstract In view of the discovery of a new boson by the
ATLAS and CMS Collaborations at the LHC, we present
an update of the global Standard Model (SM) fit to elec-
troweak precision data. Assuming the new particle to be
the SM Higgs boson, all fundamental parameters of the
SM are known allowing, for the first time, to overcon-
strain the SM at the electroweak scale and assert its valid-
ity. Including the effects of radiative corrections and the ex-
perimental and theoretical uncertainties, the global fit ex-
hibits a p-value of 0.07. The mass measurements by AT-
LAS and CMS agree within 1.3σ with the indirect deter-
mination MH = 94+25

−22 GeV. Within the SM the W bo-
son mass and the effective weak mixing angle can be ac-
curately predicted to be MW = 80.359 ± 0.011 GeV and
sin2 θ#

eff = 0.23150 ± 0.00010 from the global fit. These re-
sults are compatible with, and exceed in precision, the di-
rect measurements. For the indirect determination of the top
quark mass we find mt = 175.8 +2.7

−2.4 GeV, in agreement with
the kinematic and cross-section-based measurements.

1 Introduction

The discovery by the ATLAS [1] and CMS [2] experiments
at the LHC of a new particle with mass ∼126 GeV and
with properties compatible with those of the Standard Model
(SM) Higgs boson concludes decades of intense experimen-
tal and theoretical work to uncover the mechanism of elec-
troweak symmetry breaking and mass generation. If forth-
coming data confirm that the new particle is the SM Higgs
boson, this discovery exhibits another—possibly the great-
est ever—triumph of the SM, as not only the SM predicts the

a e-mail: roman.kogler@physik.uni-hamburg.de

Higgs couplings to the SM fermions and bosons, but it also
constrains the Higgs boson to be light compared to its uni-
tarity bound of roughly a TeV. This indirect information on
the Higgs mass was extracted from Higgs loops affecting the
values of Z boson asymmetry observables and the W mass.
Global fits to precisely measured electroweak data derived
95 % confidence level (CL) upper limits on the Higgs mass
of around 160 GeV [3–6].

In this letter we interpret the new particle as the SM
Higgs boson and present the consequences on the global
electroweak fit. A detailed description of the experimental
data, the theoretical calculations, and the statistical frame-
work used in the analysis is provided in past publica-
tions [6, 7]. Here, we only briefly recall the most relevant
aspects of the analysis and highlight recent changes. The
main goal of this letter is to quantify the compatibility of the
mass of the discovered boson with the electroweak precision
data and its impact on the indirect determination of the W

boson mass, the effective weak mixing angle, and the top
quark mass. The implications of the discovery on the SM
with three and four fermion generations were also studied
in [8].

2 Experimental data and theoretical predictions

The experimental input used in the fit includes the elec-
troweak precision data measured at the Z pole and their cor-
relations [9], the latest world average values for the mass
of the W boson, MW = 80.385 ± 0.015 GeV [10], and
its width, ΓW = 2.085 ± 0.042 GeV [11], the latest aver-
age of the direct top-mass measurements from the Teva-
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Figure 3: ��2 profiles as a function of the Higgs mass (top left), the top quark mass (top right), the W
boson mass (bottom left) and the e↵ective weak mixing angle (bottom right). The data points placed along
��2 = 1 represent direct measurements of the respective observable and their ±1� uncertainties. The grey
(blue) bands show the results when excluding (including) the new MH measurements from (in) the fits.
For the blue bands as a function of mt, MW and sin2✓`

e↵

the direct measurements of the observable have
been excluded from the fit in addition (indirect determination). The solid black curves in the lower plots
represent the SM prediction for sin2✓`

e↵

and MW derived from the minimal set of input measurements, as
described in the text. In all figures the solid (dotted) lines illustrate the fit results including (ignoring)
theoretical uncertainties in the fit.

band) gives

sin2✓`
e↵

= 0.231496± 0.000030mt ± 0.000015MZ
± 0.000035

�↵had (5)

± 0.000010↵S ± 0.000002MH
± 0.000047

theo

, (6)

= 0.23150± 0.00010
tot

, (7)

which is compatible and more precise than the average of the LEP/SLD measurements [9]. The
total uncertainty is dominated by that from �↵

had

and mt, while the contribution from the uncer-
tainty in MH is again very small. Adding quadratically theoretical and experimantal uncertainties
would lead to a total uncertainty in the sin2✓`

e↵

prediction of 0.00007.

Finally, the top quark mass, cf. Fig. 3 (top right, blue band), is indirectly determined to be

mt = 175.8+2.7
�2.4 GeV , (8)

in agreement with the direct measurement and cross-section based determination (cf. Footnote 5).

MeasuredPredicted

1.3σ difference 
A good agreement!

One example, comparing W boson mass:

SM predicted: 
       MW = 80359 MeV ± 11 MeV 

Directly measured:
       MW = 80385 MeV ± 15 MeV

mtop contribution is  ± 6 MeV

Ashutosh Kotwal’s talk early today.

Increasing precision,
closer examination,
looking for new physics!
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Fig. 2 Left: pull comparison of the fit results with the direct measure-
ments in units of the experimental uncertainty. Right: determination
of MH excluding the direct MH measurements and all the sensitive

observables from the fit, except the one given. Note that the fit results
shown are not independent

sponding profile curves excluding in addition the new MH

measurements are shown (gray bands). The results from the
direct measurements for each variable are also indicated by
data points at !χ2 = 1.5 The inclusion of the direct mea-
surement of the Higgs-boson mass substantially improves
the precision of the fit predictions.

The fit indirectly determines the W mass (cf. Fig. 3—
bottom left, blue band) to be

MW = (80.3593 ± 0.0056mt ± 0.0026MZ ± 0.0018!αhad

± 0.0017αS ± 0.0002MH ± 0.0040theo) GeV

R0
b . As a compensation of the missing value of R0

$ we provide a value
for αS(M

2
Z). Since the fit results are independent of the exact αS value,

we use our fit result 0.1191 ± 0.0028 in this case.
5We show the aforementioned result of the Tevatron combination of
the direct top-mass measurements [12], the top pole mass derived
from the measured t t̄ cross section at the Tevatron (mt = 173.3 ±
2.8 GeV), assuming no new physics contributes to this cross-section
measurement [32], the direct top-mass measurement of ATLAS deter-
mined in 1.04 fb−1 of pp collisions at

√
s = 7 TeV (mt = 174.5 ±

2.4 GeV) [33], the direct top-mass measurement of CMS based on
5.0 fb−1 of 7 TeV data (mt = 173.5 ± 1.1 GeV) [34], the aforemen-
tioned W mass world average [10] and the LEP/SLD average of the
effective weak mixing angle (sin2 θ$

eff = 0.23153 ± 0.00016) [9].

= (80.359 ± 0.011tot) GeV, (2)

which exceeds the experimental world average in precision.
The different uncertainty contributions originate from the
uncertainties in the input values of the fit as given in the
second column in Table 1. The dominant uncertainty is due
to the top quark mass. Due to the weak, logarithmic depen-
dence on MH the contribution from the uncertainty on the
Higgs mass is very small compared to the other sources of
uncertainty. Note that in the Rfit scheme [17, 18] the treat-
ment of the theoretical uncertainty as uniform likelihood
corresponds a linear addition of theoretical and experimen-
tal uncertainties. Quadratic addition would give a total un-
certainty in the MW prediction of 0.008.

The indirect determination of the effective weak mixing
angle (cf. Fig. 3—bottom right, blue band) gives

sin2 θ$
eff = 0.231496 ± 0.000030mt ± 0.000015MZ

± 0.000035!αhad

±0.000010αS ± 0.000002MH ± 0.000047theo

= 0.23150 ± 0.00010tot, (3)

which is compatible and more precise than the average of
the LEP/SLD measurements [9]. The total uncertainty is

Pull plot of SM global fit

EW precision measurements start to be 
limited by theoretical uncertainties.

E.g. PDF and boson PT uncertainties are limiting 
factors for the W mass measurement.

Motivation of W/Z properties measurement 

Reduce PDF uncertainties:
     W charge asymmetry measurements
Reduce boson PT uncertainties:
     Z boson PT (Φ*) measurements
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III. LATEST MEASUREMENTS1

In the latest measurements of CDF [16] and D0 [17],2

the kinematics of W boson production and decay are3

simulated using resbos [23] which is a next-to-leading4

order generator that includes next-to-next-to-leading log-5

arithm resummation of soft gluons at low boson pT [24].6

The momenta of interacting partons in resbos are calcu-7

lated as a fraction of the colliding (anti)proton momenta8

using the CTEQ6.6 [25] PDFs. The radiation of photons9

from final-state leptons is simulated using photos [26].10

A. CDF MEASUREMENT11

The latest CDF measurement [16] uses data corre-12

sponding to an integrated luminosity of 2.2 fb−1, col-13

lected between 2002 and 2007. Both the muon (W →14

µνµ) and electron (W → eνe) channels are considered.15

The central tracker is used to set the absolute track mo-16

mentum scale, using J/ψ and Υ meson decays to muon17

pairs. A measurement of the Z boson mass (MZ) in18

Z → µµ decays is at first performed as a cross-check.19

This measurement using the tracking detector yields20

MZ = 91 180± 12 (stat.) ± 10 (syst.) MeV, consistent21

with the world average of 91 188±2 MeV [27] and, there-22

fore, is also used as an additional constraint on the track23

momentum scale. The electromagnetic calorimeter en-24

ergy scale and non-linearity are determined by fitting to25

the peak of the E/p distribution of electrons from W →26

eν and Z → ee decays, where E is the energy measured in27

the calorimeter and p is the momentum of the associated28

charged particle track. The tail of the E/p distribution29

is used to determine the number of radiation lengths in30

the tracker material. The Z boson mass measured in31

Z → ee decays is used to cross-check the energy scale32

and then used as a further constraint on the energy scale.33

The value of MZ = 91 230± 30 (stat.)± 14 (syst.) MeV34

from the calorimetric measurement is consistent with the35

world average.36

The CDF measurement of MW is obtained from the37

combination of six observables, mµ
T , pµT , /Eµ

T , me
T , peT38

and /Ee
T . The combined result [16] is MW = 80 387 ±39

12 (stat.) ± 15 (syst.) MeV. Table I summarizes the40

sources of uncertainty of the CDF measurement.41

B. D0 MEASUREMENT42

D0 calibrates the calorimeter energy scale using Z →43

ee decays. Corrections for energy lost in uninstrumented44

regions are based on a comparison of the shower develop-45

ment profile between data and a detailed geant-based46

simulation [28] of the D0 detector. The world average47

MZ [27] is used to determine the absolute energy scale48

of the calorimeter, which is thereafter used to measure49

the electron energy from the W boson decay. The MW50

measurement presented here is, therefore, equivalent to51

Source Uncertainty (MeV)
Lepton energy scale and resolution 7
Recoil energy scale and resolution 6
Lepton removal from recoil 2
Backgrounds 3
Experimental subtotal 10
Parton distribution functions 10
QED radiation 4
pT (W ) model 5
Production subtotal 12
Total systematic uncertainty 15
W boson statistics 12
Total uncertainty 19

TABLE I: Uncertainties for the latest CDF MW measure-
ment [16].

Source Uncertainty (MeV)
Electron energy calibration 16
Electron resolution model 2
Electron shower modeling 4
Electron energy loss model 4
Recoil energy scale and resolution 5
Electron efficiencies 2
Backgrounds 2
Experimental subtotal 18
Parton distribution functions 11
QED radiation 7
pT (W ) model 2
Production subtotal 13
Total systematic uncertainty 22
W boson statistics 13
Total uncertainty 26

TABLE II: Uncertainties for the latest D0 MW measure-
ment [17].

a measurement of the ratio of W and Z boson masses.52

This calibration method eliminates many systematic un-53

certainties common to the W and Z boson mass mea-54

surements, but its precision is limited by the size of the55

available Z boson data set.56

The most recent D0 measurement of MW [17] uses57

data corresponding to 4.3 fb−1 of integrated lumi-58

nosity recorded between 2006 and 2009. The two59

most sensitive measurements me
T and peT are used60

to get the combined W boson mass of MW =61

80 367 ± 13 (stat.) ± 22 (syst.) MeV. The /Ee
T mea-62

surement is found to have a negligible weight when con-63

sidering only the uncertainties which are allowed to de-64

crease in the combination [17]. This 4.3 fb−1 D0 mea-65

surement [17] is combined with a previous D0 measure-66

ment [15] corresponding to an integrated luminosity of67

1.0 fb−1 which uses data recorded between 2002 and68

2006, to yield MW = 80 375 ± 23 MeV.69
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Motivation:  Directly constrain valence quark PDFs

u d
P P

W+ d u
P P

W-

• W Boson is mostly produced by valence quark pairs at Tevatron
• u(ubar) quark carries more momentum than d(dbar) quark
• Thus: 

• W+ preferentially boosted along proton direction
• W- preferentially boosted along anti-proton direction

!  If u quarks carry more 
momentum than d quarks, the 
W+ will head in the proton 
direction preferentially. 

!  Unfortunately, the V-A 
interaction means that the 
charged lepton from W decay 
heads backwards in the W 
frame 

April 11, 2011 

4 

DIS2011 
4 

W asymmetry in p-pbar collisions  

W Charge Asymmetry 

 Difference in u/d 
valence quark 
distributions  in the 
proton results in rate 
difference between W+ 
and W- bosons in pp 
collisions 

 An asymmetry 
measurement as a 
function of boson 
rapidity can be used to 
constrain PDFs 

 Lepton pseudorapidities 
“follow”  W  rapidities 

D.Bourilkov, Florida,  CMS EPS-HEP 2011 18 

compare to LHC:

Tevatron
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• u(x) and d(x) are the PDFs of the valence u quark and 
d quark in the proton
• x1 and x2 are the momentum fractions in the proton 

and anti-proton

W Asymmetry in p-pbar collisions 

April 11, 2011 DIS2011 

5 

!  Where u(x) and d(x) are the u and d quark parton distribution 
functions in the proton and  

!  x1 and x2 are the momentum fractions in the proton and anti-proton. 

A(yW ) =
d�(W+)

dyW
� d�(W�)

dyW

d�(W+)
dyW

+ d�(W�)
dyW

' u(x1)/d(x1)� u(x2)/d(x2)
u(x1)/d(x1) + u(x2)/d(x2)

W charge asymmetry
• At the Tevatron, W and Z bosons mostly 

produced by valence quark annihiliation.

• e.g. W+ mostly via u(proton) and d(antiproton).

• Valence u(u) quarks have harder PDFs than d(d) 
quarks.

• W+ Boosted along proton direction.

x1,2 =
Mp

s

e

±y

W+

P(u) P(d)

A(y) =
d�(W+)

dy � d�(W�)
dy

d�(W+)
dy + d�(W�)

dy

⇡ u(x)
d(x)

W or lepton rapidity
-3 -2 -1 0 1 2 30

20

40

60

80

100

120

140

160

180

200

220
310!

 rapidity+W
 rapidity-W
 rapidity+e
 rapidity-e

W or lepton rapidity
-3 -2 -1 0 1 2 3

-0.6

-0.4

-0.2

0

0.2

0.4

0.6
W Charge Asymmetry

Lepton Charge Asymmetry

3

Directly constrains PDFs, but the 4-momentum of W is not easy to 
reconstruct, because the neutrino longitudinal momentum (Pz) is not 
directly measurable at hadron colliders. 

Alternative observable is the charge asymmetry of the lepton from the W decay. 

W Charge Asymmetry:

One can of cause try to infer the W longitudinal momentum from the W mass constraint within a two fold ambiguity.
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• Valence u(u) quarks have harder PDFs than d(d) 
quarks.

• W+ Boosted along proton direction.
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Lepton Charge Asymmetry

3

Traditional Lepton method 

!  Lepton Asymmetry 

!  Experimentally very well 
defined 

!  Theory comparison depends on 
good knowledge of helicity 
structure and modeling of PT, 
rapidity distributions. 

April 11, 2011 
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DIS2011 
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Lepton Charge Asymmetry:
Directly observable but counterbalances 
the W charge asymmetry, due to the V-A 
asymmetry and angular momentum 
conservation.

E.g. for W+:
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• Strong constraint power on PDFs: Much 
smaller uncertainty from measurement 
than theoretical (PDF) prediction.

• Some tension at high lepton PT. 12
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FIG. 5: Comparison of the muon charge asymmetry (black) and the electron charge asymmetry (pink) for (top) pT,! > 25 GeV,
(center) 25 < pT,! < 35 GeV, and (bottom) pT,! > 35 GeV. The red line is the central value of CTEQ6.6. The yellow band
is the uncertainty band of the CTEQ6.6 prediction. The blue dashed line is the prediction of MRST04NLO. The top right
windows show the difference between the muon charge asymmetry and the central value of CTEQ6.6.
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Overall 

Low Lepton PT 

High Lepton PT 

Full data set results are coming.
Data points:
Pink:     W->eν, 0.75 fb-1, PRL 101, 211801 (2008)

Black: W->μν, 4.9 fb-1 , DØ Note 5976-CONF (2009)
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fied as electrons. The kinematic properties of these events
are obtained from events that satisfy most of the Z selec-
tion criteria, but fail the electron shower shape require-
ment. The normalization of the background is obtained by
fitting to a sum of a signal shape obtained from a parame-
terized simulation of the detector response and the invari-
ant mass distribution from the background sample to the
invariant mass distribution of the data sample. The back-
ground fractions are !1:30" 0:14#%, !8:55" 0:26#%, and
!4:71" 0:30#% for CC, CE, and EE events, respectively.
Other backgrounds are negligible.

The data are corrected for acceptances within a range of
generated Zmasses of 40 to 200 GeV=c2, and for selection
efficiencies using a parameterized simulation. We use
RESBOS [14] as the event generator which incorporates
the resummation calculation in b-space using the BLNY
parameterization for low qT and a NLO pQCD calculation
for high qT . We use PHOTOS [15] to simulate the effects of
final state photon radiation. The overall acceptance times
efficiency falls slowly from a value of 0.27 at low qT to a
minimum of 0.19 at qT $ 40 GeV=c and slowly increases
for larger qT .

The measured spectrum is further corrected for detector
resolution effects using the RUN (Regularized Unfolding)
program [16] to obtain the true differential cross section.
Its performance was verified by comparing the true and
unfolded spectrum generated using pseudoexperiments.
The measured Z qT resolution is about 2 GeV=c; the bin
width we choose is 2:5 GeV=c for qT < 30 GeV=c. The
typical correlation between adjacent bins is around 30%.
Due to limited statistics, the chosen bin width is 10 GeV=c
for 30< qT < 100 GeV=c and 40 GeV=c for 100< qT <
260 GeV=c.

Systematic uncertainties on the unfolded qT spectrum
arise from uncertainties on the electron energy calibration,
the electron energy resolution, the dependence of the over-
all selection efficiency on qT , and the effect of parton
distribution functions (PDFs) on the acceptance. The un-
certainties on the unfolded spectrum are estimated from the
resulting change when the smearing parameters are varied
within their uncertainties. CTEQ 6.1M is used as the
default PDF. Uncertainties due to the PDFs are estimated
using the procedure described in Ref. [17]. The uncertainty
due to the choice of unfolding parameters in the RUN
program is also estimated and included in the final system-
atic uncertainty.

The final results in the qT < 30 GeV=c range are shown
in Fig. 1 for the inclusive sample and for the sample with
jyj> 2. Each data point is plotted at the average value of
the expected distribution over the bin [18]. For the theo-
retical calculation, we use RESBOS with published values of
the nonperturbative parameters [5]. Good agreement be-
tween data and the prediction is observed for all rapidity
ranges, which indicates that the BLNY parameterization
works well for the low qT region.

Z boson events produced at large rapidities (jyj> 2) are
also used to test the small-x prediction. We compare data
with the theoretical predictions with and without the form
factor as modified from studies of small-xDIS data [8]. All
curves are normalized to 1 for qT < 30 GeV=c. The de-
fault values for the parameters g1, g2, and g3 [5] obtained
from large-x data are used. The !2=d:o:f: between the data
and the RESBOS calculation using the default parameters is
0:8=1 for qT < 5 GeV=c and 11:1=11 for qT < 30 GeV=c,
while that for the modified calculation is 5:7=1 for qT <
5 GeV=c and 31:9=11 for qT < 30 GeV=c. It remains to be
seen if retuning of the nonperturbative parameters could
improve the agreement for the modified calculations.

Figure 2 shows the measured differential cross section in
the range qT < 260 GeV=c compared to (1) the RESBOS
calculation with its default parameters [5], (2) RESBOS with
a NLO to NNLO K factor by Arnold and Reno [19]
incorporated into RESBOS by its authors, (3) a pQCD
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FIG. 1 (color online). The normalized differential cross section
as a function of qT for (a) the inclusive sample and (b) the
sample with Z boson jyj> 2 with qT < 30 GeV=c. The points
are the data, the solid curve is the RESBOS prediction, and the
dashed line in (b) is the prediction from the form factor modified
after studies of small-x DIS data.
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Using events with qT < 30 GeV=c, we extract the value of g2, one of the nonperturbative parameters for
the resummation calculation. Data at large boson rapidity y are compared with the prediction of re-
summation and with alternative models that employ a resummed form factor with modifications in the
small Bjorken x region of the proton wave function.

DOI: 10.1103/PhysRevLett.100.102002 PACS numbers: 13.85.!t, 12.38.Qk, 13.38.Dg

A complete understanding of weak vector boson pro-
duction is essential for maximizing the sensitivity to new
physics at hadron colliders. Studies of the Z=!" boson
production play a particularly valuable role in that its
kinematics can be precisely determined through measure-
ment of its leptonic decays. Throughout this Letter, we use
the notation ‘‘Z boson’’ to mean ‘‘Z=!" boson,’’ unless
specified otherwise.
Z boson production also serves as an ideal testing

ground for predictions of quantum chromodynamics
(QCD), since the boson’s transverse momentum, qT , can
be measured over a wide range of values and can be
correlated with its rapidity. At large qT (approximately
greater than 30 GeV=c), the radiation of a single parton
with large transverse momentum dominates the cross sec-
tion, and fixed-order perturbative QCD (pQCD) calcula-
tions [1], currently available at next-to-next-to leading
order (NNLO) [2], should yield reliable predictions. At
lower qT , multiple soft-gluon emission can not be ne-
glected, and the fixed-order perturbation calculation no
longer gives accurate results. A soft-gluon resummation
technique developed by Collins, Soper, and Sterman (CSS)
[3] gives reliable predictions in the low-qT region. A
prescription has been proposed [4] for matching the low-
and high-qT regions in order to provide a continuous
prediction for all values of qT . The CSS resummation
formalism allows the inclusion of contributions from large
logarithms of the form lnn#q2

T=Q
2$ to all orders of pertur-

bation theory in an effective resummed form factor, where
Q2 represents the invariant mass corresponding to the four-
momentum transfer. The CSS resummation can be done
either in impact parameter (b) space or in transverse mo-
mentum (qT) space. In the case of b-space resummation,
this form factor can be parameterized with the following
nonperturbative function first introduced by Brock,
Landry, Nadolsky, and Yuan (BLNY) [5]:

 SNP#b;Q2$ %
!
g1 & g2 ln

"
Q

2Q0

#
& g1g3 ln#100xixj$

$
b2;

(1)

where xi and xj are the fractions of the incident hadron
momenta carried by the colliding partons, Q0 is a scale
typical of the onset of nonperturbative effects, and g1, g2,
and g3 are phenomenological nonperturbative parameters
that must be obtained from fits to the data. The Z boson qT
distribution at the Fermilab Tevatron is by far most sensi-
tive to the value of g2 and quite insensitive to the value of
g3. Thus, a measurement of the Z boson qT spectrum can

be used to test this formalism and to determine the value of
g2.

Recent studies of data from deep inelastic scattering
(DIS) experiments [6,7] indicate that the resummed form
factor in the above equation may need to be modified for
processes involving a small-x parton in the initial state.
Reference [8] indicates how such a modification would
influence the qT distributions of vector and Higgs bosons
produced in hadronic collisions. A wider qT distribution is
predicted for Z bosons with large rapidity (called ‘‘small-x
broadening’’). Z bosons produced at the Tevatron in the
rapidity range 2< jyj< 3 probe processes involving a
parton with 0:002< x< 0:006, and can be used to test
the modified form factor at small x.
Z boson qT distributions have been published previously

by the CDF [9] and D0 [10] collaborations using about
100 pb!1 of data at

%%%
s
p % 1:8 TeV. In this Letter, we report

a new measurement with larger statistics and improved
precision. This measurement is also the first to present a
qT distribution for large-rapidity Z bosons.

The data sample used in this measurement was collected
using a set of inclusive single-electron triggers with the D0
detector [11] at the Fermilab Tevatron collider, and the
integrated luminosity is 980' 60 pb!1 [12].

Our selection criteria for Z bosons require two isolated
electromagnetic clusters that have a shower shape consis-
tent with that of an electron. Electron candidates are re-
quired to have transverse momentum greater than
25 GeV=c. The electron pairs must have a reconstructed
invariant mass 70<M#ee$< 110 GeV=c2. If an event has
both its candidate electrons in the central calorimeter (CC
events), each electron must be spatially matched to a
reconstructed track. Because the tracking efficiency de-
creases with rapidity in the endcap region, events with
one or two endcap calorimeter electron candidates (CE
and EE events, respectively) are required to have at least
one electron with a matching track. After these require-
ments, 23 959 CC, 30 344 CE, and 9598 EE events are
selected; 5412 of these have a Z boson with jyj> 2.

Electron identification efficiencies are measured using a
combination of data and a GEANT-based [13] simulation of
the D0 detector. The electron identification efficiencies are
measured from Z data. The dependence of the overall
selection efficiency on the Z boson qT is parameterized
from the GEANT simulation. A measurement of this shape
from the data agrees well with the simulation within sta-
tistical uncertainties.

The dominant backgrounds are from photon plus jet
events and di-jet events, with photons and jets misidenti-
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Typical PT(Z) distribution at D0

Systematical uncertainty is dominant 
already at 1 fb-1 due to experimental 
resolution on PT(Z).

Theoretical modeling of PT(Z) requires soft gluon resummation with additional 
non-perturbative form factors determined by experimental data.

Benefitted by many precision measurements, including the W boson mass.

Alternative variable to study PT(Z):   Φ*
- Using only angular variables
- Less sensitive to the detector resolution 

and selection efficiency
- Equivalent power to constrain the boson 

PT prediction

ϕ* = tan(ϕacop/2)sin(θ*)

arXiv:1009.1580 [hep-ex],  arXiv:1010.0262, accepted by PRL (2011).

• Alternative variable to study the Z/Υ* pT

• Less sensitive to detector resolution and selection 
efficiency.

• Binning in rapidity probes x-dependence of non-
perturbative form factors
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!(aT /Q)

(aT /Q)
= !aT

aT
− !Q

Q
=

(
p

(2)
T

p
(1)
T + p

(2)
T

− 1
2

)
!p

(1)
T

p
(1)
T

.

Thus the variations with p
(1)
T in aT and Q partially cancel

in the ratio, rendering aT /Q less susceptible to the effects of
lepton pT resolution than aT . In particular, in the region of
low QT then p

(1)
T ≈ p

(2)
T and thus !(aT /Q) ≈ 0. Similarly,

the quantity QT /Q is less susceptible to the effects of lepton
pT resolution than QT .

A simple example of an uncertainty in the lepton pT scale
calibration is to consider the pT of all leptons to be multi-
plied by a constant factor. It can be seen trivially that in this
case aT , QT and Q are all multiplied by the same factor and
that the measured aT /Q and QT /Q are unaffected by such
a scale uncertainty.

3 Correcting !φ for the scattering angle

The azimuthal opening angle between the two leptons, !φ,
is primarily sensitive to the same component of QT as aT ,
and is based only on the well measured lepton angles. How-
ever, at fixed aT /Q, !φ depends on the scattering angle θ∗

of the leptons relative to the beam direction in the dilepton
rest frame. For convenience, we define the acoplanarity an-
gle, φacop, as φacop = π − !φ. For p

(1)
T ≈ p

(2)
T it can be

fairly easily shown that

aT /Q ≈ tan(φacop/2) sin(θ∗).

This suggests that the variable

φ∗ ≡ tan(φacop/2) sin(θ∗)

may be an appropriate alternative quantity with which to
study QT .

In the analysis of hadron-hadron collisions, θ∗ is com-
monly evaluated in the Collins Soper frame [20]. However,
θ∗

CS requires knowledge of the lepton momenta and is thus
susceptible to the effects of lepton momentum resolution.
Motivated by the desire to obtain a measure of the scatter-
ing angle that is based entirely on the measured track direc-
tions (since this will give the best experimental resolution)
we propose here an alternative definition of θ∗. We apply
a Lorentz boost along the beam direction such that the two
leptons are back-to-back in the r-θ plane. This Lorentz boost
corresponds to β = tanh(η−+η+

2 ) and yields the result2

cos(θ∗
η ) = tanh

(
η− − η+

2

)
,

2The lepton pseudorapidity, η, is defined as η = − ln[tan( θ
2 )], where θ

is the polar angle with respect to the beam direction, in the laboratory
frame.

where η− and η+ are the pseudorapidities of the negatively
and positively charge lepton, respectively.

We consider two candidate variables

φ∗
CS ≡ tan(φacop/2) sin(θ∗

CS),

φ∗
η ≡ tan(φacop/2) sin(θ∗

η )

for further evaluation in terms of their experimental resolu-
tion and physics sensitivity.

4 Simple parameterised detector simulation

Monte Carlo events are generated using PYTHIA [21], for
the process pp̄ → Z/γ ∗, at

√
s = 1.96 TeV, in the e+e− and

µ+µ− decay channels, and re-weighted in dilepton QT and
rapidity, y, to match the higher order predictions of RES-
BOS [22] as in [16]. Electrons and muons are defined at
“particle level” according to the prescription in [23], and at
“detector level” by applying simple Gaussian smearing to
the particle level momenta: δ(1/pT ) = 3 × 10−3 (1/GeV)
for muons, which are measured in the tracking detectors;
δp/p = 0.4(p/p0)

−1/2 with p0 = 1 GeV for electrons,
which are measured in the calorimeter. In addition, the par-
ticle angles are smeared, assuming Gaussian resolutions of
0.3 × 10−3 rad for φ and 1.4 × 10−3 for η. These energy,
momentum, and angular resolutions roughly correspond to
those in the DØ detector [24].

Events are accepted for further analysis if: 70 < Q <

110 GeV and both leptons satisfy the requirements pT >

15 GeV and |η| < 2. These selection cuts are made at parti-
cle level, unless otherwise stated.

5 Scaling factors

In the following sections, we compare the experimental res-
olution and physics sensitivity of the various candidate vari-
ables. In particular, we compare the variation of the reso-
lution for each variable as a function of that variable. This
comparison is facilitated by ensuring that all distributions
have approximately the same scale and shape. Compared
to QT or QT /Q, all other variables are on average a fac-
tor

√
2 smaller (since aT and aL measure one component

of QT ). A simple multiplication by MZ (= 91.19 GeV [25])
corrects for the average Q−1 factor in the mass ratio and
angular variables and conveniently ensures that all vari-
ables have the same units (GeV). Finally, the mean value
of sin(θ∗) is around ∼0.85, and tan(φacop/2) is scaled by
this additional factor. The above factors are summarised in
Table 1.
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PT distribution of Z bosons, Φ* measurement

10

The first measurement 
using this method.

PRL 106, 122001 (2011) 
ϕ* = tan(ϕacop/2)sin(θ*)

arXiv:1009.1580 [hep-ex],  arXiv:1010.0262, accepted by PRL (2011).

• Alternative variable to study the Z/Υ* pT

• Less sensitive to detector resolution and selection 
efficiency.

• Binning in rapidity probes x-dependence of non-
perturbative form factors
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PT distribution of Z bosons, Φ* measurement
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The first measurement 
using this method.

PRL 106, 122001 (2011) 

D0 7.3 fb-1 
455k Z->ee events
511k Z->μμ events 

Full data set (10 fb-1) Z->μμ is now in internal review!
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Summary

• The Higgs discovery=> we can precisely examine a completed SM. 

• Precision EW measurements start to be theoretically limited. 

• W/Z properties measurements:

• W charge asymmetry: 

• Direct constraint on the valence quark PDFs

• Z boson PT (Φ*) measurements:

• Improve modeling of boson PT 

• New results are coming from D0! 

12
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Backup slides
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The Tevatron

• The Tevatron is a Proton-Antiproton Collider at 1.96 TeV
• CP symmetric initial states
• Low pileup !  N(vertex) ~ 5 . 
•W and Z bosons are produced mainly by valence quarks (compared to LHC)
• Low PDF uncertainties
• Ideal for asymmetry measurements

14

Main Injector 
& Recycler

Tevatron

Boosterantiproton 
source

DØ

CDF
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Calorimeter

Shielding

Toroid

Muon Chambers

Muon Scintillators
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The DØ Detector

• Tracking
• 2 T magnet
• δPT/PT ~ 10% @ 45 GeV
• δη ~ 1.5×10-3 
• δφ ~ 4×10-4

• Calorimeter
• η coverage up to 4.2 
• δE/E ~ 4% @ 45 GeV 
• Thickness ~ 20 X0

• Granularity φ×η ~ 0.1×0.1
• Muon System
• η coverage up to 2

15

Tracking
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Fig. 2 Left: pull comparison of the fit results with the direct measure-
ments in units of the experimental uncertainty. Right: determination
of MH excluding the direct MH measurements and all the sensitive

observables from the fit, except the one given. Note that the fit results
shown are not independent

sponding profile curves excluding in addition the new MH

measurements are shown (gray bands). The results from the
direct measurements for each variable are also indicated by
data points at !χ2 = 1.5 The inclusion of the direct mea-
surement of the Higgs-boson mass substantially improves
the precision of the fit predictions.

The fit indirectly determines the W mass (cf. Fig. 3—
bottom left, blue band) to be

MW = (80.3593 ± 0.0056mt ± 0.0026MZ ± 0.0018!αhad

± 0.0017αS ± 0.0002MH ± 0.0040theo) GeV

R0
b . As a compensation of the missing value of R0

$ we provide a value
for αS(M

2
Z). Since the fit results are independent of the exact αS value,

we use our fit result 0.1191 ± 0.0028 in this case.
5We show the aforementioned result of the Tevatron combination of
the direct top-mass measurements [12], the top pole mass derived
from the measured t t̄ cross section at the Tevatron (mt = 173.3 ±
2.8 GeV), assuming no new physics contributes to this cross-section
measurement [32], the direct top-mass measurement of ATLAS deter-
mined in 1.04 fb−1 of pp collisions at

√
s = 7 TeV (mt = 174.5 ±

2.4 GeV) [33], the direct top-mass measurement of CMS based on
5.0 fb−1 of 7 TeV data (mt = 173.5 ± 1.1 GeV) [34], the aforemen-
tioned W mass world average [10] and the LEP/SLD average of the
effective weak mixing angle (sin2 θ$

eff = 0.23153 ± 0.00016) [9].

= (80.359 ± 0.011tot) GeV, (2)

which exceeds the experimental world average in precision.
The different uncertainty contributions originate from the
uncertainties in the input values of the fit as given in the
second column in Table 1. The dominant uncertainty is due
to the top quark mass. Due to the weak, logarithmic depen-
dence on MH the contribution from the uncertainty on the
Higgs mass is very small compared to the other sources of
uncertainty. Note that in the Rfit scheme [17, 18] the treat-
ment of the theoretical uncertainty as uniform likelihood
corresponds a linear addition of theoretical and experimen-
tal uncertainties. Quadratic addition would give a total un-
certainty in the MW prediction of 0.008.

The indirect determination of the effective weak mixing
angle (cf. Fig. 3—bottom right, blue band) gives

sin2 θ$
eff = 0.231496 ± 0.000030mt ± 0.000015MZ

± 0.000035!αhad

±0.000010αS ± 0.000002MH ± 0.000047theo

= 0.23150 ± 0.00010tot, (3)

which is compatible and more precise than the average of
the LEP/SLD measurements [9]. The total uncertainty is

Pull plot of SM global fit
W mass uncertainties:

Motivation of W/Z properties measurement 
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III. LATEST MEASUREMENTS1

In the latest measurements of CDF [16] and D0 [17],2

the kinematics of W boson production and decay are3

simulated using resbos [23] which is a next-to-leading4

order generator that includes next-to-next-to-leading log-5

arithm resummation of soft gluons at low boson pT [24].6

The momenta of interacting partons in resbos are calcu-7

lated as a fraction of the colliding (anti)proton momenta8

using the CTEQ6.6 [25] PDFs. The radiation of photons9

from final-state leptons is simulated using photos [26].10

A. CDF MEASUREMENT11

The latest CDF measurement [16] uses data corre-12

sponding to an integrated luminosity of 2.2 fb−1, col-13

lected between 2002 and 2007. Both the muon (W →14

µνµ) and electron (W → eνe) channels are considered.15

The central tracker is used to set the absolute track mo-16

mentum scale, using J/ψ and Υ meson decays to muon17

pairs. A measurement of the Z boson mass (MZ) in18

Z → µµ decays is at first performed as a cross-check.19

This measurement using the tracking detector yields20

MZ = 91 180± 12 (stat.) ± 10 (syst.) MeV, consistent21

with the world average of 91 188±2 MeV [27] and, there-22

fore, is also used as an additional constraint on the track23

momentum scale. The electromagnetic calorimeter en-24

ergy scale and non-linearity are determined by fitting to25

the peak of the E/p distribution of electrons from W →26

eν and Z → ee decays, where E is the energy measured in27

the calorimeter and p is the momentum of the associated28

charged particle track. The tail of the E/p distribution29

is used to determine the number of radiation lengths in30

the tracker material. The Z boson mass measured in31

Z → ee decays is used to cross-check the energy scale32

and then used as a further constraint on the energy scale.33

The value of MZ = 91 230± 30 (stat.)± 14 (syst.) MeV34

from the calorimetric measurement is consistent with the35

world average.36

The CDF measurement of MW is obtained from the37

combination of six observables, mµ
T , pµT , /Eµ

T , me
T , peT38

and /Ee
T . The combined result [16] is MW = 80 387 ±39

12 (stat.) ± 15 (syst.) MeV. Table I summarizes the40

sources of uncertainty of the CDF measurement.41

B. D0 MEASUREMENT42

D0 calibrates the calorimeter energy scale using Z →43

ee decays. Corrections for energy lost in uninstrumented44

regions are based on a comparison of the shower develop-45

ment profile between data and a detailed geant-based46

simulation [28] of the D0 detector. The world average47

MZ [27] is used to determine the absolute energy scale48

of the calorimeter, which is thereafter used to measure49

the electron energy from the W boson decay. The MW50

measurement presented here is, therefore, equivalent to51

Source Uncertainty (MeV)
Lepton energy scale and resolution 7
Recoil energy scale and resolution 6
Lepton removal from recoil 2
Backgrounds 3
Experimental subtotal 10
Parton distribution functions 10
QED radiation 4
pT (W ) model 5
Production subtotal 12
Total systematic uncertainty 15
W boson statistics 12
Total uncertainty 19

TABLE I: Uncertainties for the latest CDF MW measure-
ment [16].

Source Uncertainty (MeV)
Electron energy calibration 16
Electron resolution model 2
Electron shower modeling 4
Electron energy loss model 4
Recoil energy scale and resolution 5
Electron efficiencies 2
Backgrounds 2
Experimental subtotal 18
Parton distribution functions 11
QED radiation 7
pT (W ) model 2
Production subtotal 13
Total systematic uncertainty 22
W boson statistics 13
Total uncertainty 26

TABLE II: Uncertainties for the latest D0 MW measure-
ment [17].

a measurement of the ratio of W and Z boson masses.52

This calibration method eliminates many systematic un-53

certainties common to the W and Z boson mass mea-54

surements, but its precision is limited by the size of the55

available Z boson data set.56

The most recent D0 measurement of MW [17] uses57

data corresponding to 4.3 fb−1 of integrated lumi-58

nosity recorded between 2006 and 2009. The two59

most sensitive measurements me
T and peT are used60

to get the combined W boson mass of MW =61

80 367 ± 13 (stat.) ± 22 (syst.) MeV. The /Ee
T mea-62

surement is found to have a negligible weight when con-63

sidering only the uncertainties which are allowed to de-64

crease in the combination [17]. This 4.3 fb−1 D0 mea-65

surement [17] is combined with a previous D0 measure-66

ment [15] corresponding to an integrated luminosity of67

1.0 fb−1 which uses data recorded between 2002 and68

2006, to yield MW = 80 375 ± 23 MeV.69
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D0 W->eν 4.3 fb-1

CDF W->eν + W->μν 2.2 fb-1


