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Two Different Worlds? 
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From experiment to data storage 

Online 

From data storage 
to end user analysis 

Offline 

Simulations 



Paradigma 
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There shall be no separate „Online World“ and „Offline World“ 

We want a common software environment for both. 

 

LHCb  “s trat eg y” 

In a few preliminary discussions we have very 
quickly  s

e
t tl ed  on  the  following  “musts” 

• Any physics algorithm must be able to run on any 
offline / online available hardware producing the 
exactly  same  results  (c ru cial  for  sy stema t i cs  etc…) 

• We do not want a vendor / technology lock-in 
(for competitive prices online but also because 
we can not (strongly) influence what is offered on 
the Grid) 

• We need a data-processing framework, which 
can process many events in parallel 
 

LHCb ideas and path to vectorization and parallelisation 

N. Neufeld, LHCb 



Example: Offline Data Model 
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reconstruction 

TIER0 TIER1 TIER2 

reduction 

CBM conditions: 

•reconstruction is FAST – also offline 

•there is no large data compression from RAW to ESD 

There is thus no need to store ESD – direct analysis or creation of 
AOD (for distributed analysis) will run reconstruction on the fly. 

The online reco algorithms must thus be used offline – with 
refined calibrations and possibly afterburners for precision and 
additional track classes. 

 

„Traditional“ scheme 



Reality (Development Phase) 
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Offline 
CbmRoot 

 
ROOT-based 

framework for 
simulation, 

reconstruction and 
analysis 

 
since 2004 

 

Online 
L1 

 
standalone 

reconstruction 
package 
CA / KF 

pure C/C++ 
 

since 2006 
 

Online 
DABC 

 
close to FEE 

hardware 
 

for treatment of 
prototype beam 

test data 
 

since 2008 
 

L1 interface 

common CBM software environment 
 

(libraries, repository) 

integration integration 



To ROOT or Not To ROOT 
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FEE DPB FLIB FLES Storage User 



RAW data model 

• reconstruction avoids ROOT-type data 

– simple C++ classes / C structs 

– internal conversion when fed from CbmRoot 

– parallelisation with ROOT not trivial 

• severe overhead if atomic data (detector messages) 
are TObjects 

• but after reconstruction, the selected raw data must 
be made persistent 

– persistency model? 

– of course, everything can be wrapped into a TObject when 
streaming to file 
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Free Streaming Data 

• No hardware trigger: the basic data 
container delivered to FLES 
represents a time interval, not an 
„event“. 

• For development of reconstruction, 
proper input must be provided from 
simulations. 

• Modelling the data flow in CbmRoot 
is not trivial: simulations always start 
from events. 

• Events may overlap in time. 

• Is a ROOT TTree the proper model 
for this data? 
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Time-Based Simulations 
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interaction rate 
beam model 

detector response 
incl. timing 

(delays, dead time) 

data aggregation 
sorting 

time slice building 



Status: Time-Based Simulation 

• digis (detector messages) are still TObjects 

– will move to real data format once specified from FEE / 
DAQ / network protocol 

• buffers: TClonesArrays not well suitable; use STL for 
the time being 

• persistency: on the container level (time slice) 
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Provides correct input for reconstruction on the 
logical level (not yet on the formal level) 
• development of time-based reconstruction can continue 
• future changes interfaces, not the logic 



Simulation and Reality 
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CbmDigi 

CbmStsDigi, CbmMuchDigi,... 

CbmTimeSlice CbmGlobalTrack 

etc.. 

CbmDaq 



Instead of a Summary 

Tracking Workshop, CERN, 29 November 2012 V. Friese 12 

Two approaches for better CPU use 

1. “Evolutionary”:  better  us e  of   mo

d

e rn  

processor-resources within existing 

frameworks 

– Make classical event-parallel processing more 

efficient: late fork-ing,  x32,  … 

– Try to make key, well isolated, pieces of code 

thread-safe 

2. “Revolutionary”:  r

e

-think everything 

– New frame-works for many-core architectures: 

GPU,  MIC,  etc… 

 

 

 

LHCb ideas and path to vectorization and parallelisation 

„Begin at the beginning“, the King said 

gravely, „then go on till you come to the 

end; then stop“. 
Alice in Wonderland 


