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● Filesystems 6 talks  
● Tape 3 talks 
● HA 3 talks
● Hw R&D 3 talks
● Sw R&D 1 talk
● DB 1 talk

*many talks had overlapping topics  
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● CASTOR
– CERN (CNAF)

● dCache
– FZK

● xrootd
– BNL

● BlueArc
– BNL

● LUSTRE
– GSI/DESY

● GPFS
– FZK/CNAF
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● Filesystems become more important in 
computing center storage systems
– LUSTRE was the 'big winner' (atleast for 3 speakers)

● 1st rank in HEPIX FSWG tests
● HEP installation at GSI (0.3 PB – 60 server - 6 GB/s) 
● DESY presented simple setup recipe

– GPFS 
● GPFS + TSM backend as new storage solution at CNAF
● 2nd rank in HEPIX FSWG tests



 Andreas-Joachim Peters
CERN IT-DM-SMD

Storage Session Summary – After C5 Meeting - 23.5.2008 Storage
SessionTrends observed ...

● Storage Hardware
– low-end

– GSI (no SAN-disks)

– mid-range
– FZK: NEC D3-10 (attached arrays: FC)

– high-end
● BNL

– SUN X4500/ZFS 
● CERN 

– SUN (NAS/DB)

– new storage medias/network 
● BNL tested SSD disks /FZK tested 10GE for disk servers
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Approach to 
evaluate 

existing storage 
solutions

Comparison of:

AFS,GPFS,
Lustre,dCache,

DPM,xrootd

CASTOR2? Not 
included!

28 
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The test ... or who get's most of the cake

●Same hardware 
  used for all

● 10 standard 
CERN disk 
server

● 60x8 core CPU
server

●Same tests used
for all

● Assume: results 
are correct for 
the performed 
tests

28 
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'write' 
works well 
for most!

Sequential 
'read' works 

well for most!

28 



 Andreas-Joachim Peters
CERN IT-DM-SMD

Storage Session Summary – After C5 Meeting - 23.5.2008 Storage
SessionHEPIX FSWG

It is 
quite complicated 

to describe

Test favours caching systems?
1st Conclusion of the WG: We should run real experimental analysis code using

 real data, but WG lacked time/resources.
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Investigation of 

6 storage 
solutions

POSIX solutions 
easily compete 

special HEP sol. (in 
some use cases)

We rank and 
recommend:
1. LUSTRE

2. GPFS

We 
understood:
we need to 
run real life 
applications 

not tests!

28 
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● Report on role, mandate and status of IT-DM R&D project
– mid-/longterm developement of

CERN datamanagement

– 1st roadmap in summer
– Currently only tests & discussions

29 
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● > 2 PB added in 2008, >4 PB in 2009

– Storage demand growths faster than CPU for ATLAS
● BNL favours SUN Solaris + SunFire 4500

● Interesting R&D/testing with SSD disks and HEP application

– Performance Comparison between SSD & Disk with PROOF/XROOTD 
analysis

– Gain Factor 6 in processing time to draw a single histogram
– Currently: random write performance of devices very poor, but coming:

● Fusion-IO: ioDrive promises 600 MB/s random write + 700 MB/s 
random reads (PCI-X card – up to 640 GB .. < 30 $/GB .. expensive!)

30 
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● ... I imagine people at CERN know well ... but

– at present mostly consolidation
– somehow 'waiting' for first decisions of R&D DM 

project for future directions

34 
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32 
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● D1T1 prototype tested for 2 month
– 'Positive' results but needs more/larger testing
– 1st Production usage by LHCb in CCRC 08

● D0T1 prototype
– 'Encouraging' results

● D1T0 
– Since Febrary in production for Atlas

● Tape integration via ILM* policies (GPFS)
*ILM = Information Lifecycle Management

32 
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„We have 120 HQ tapes, should see
10-12 Gb/s .... but we don't .....“

But we can do better!

- can go from 58% to 
88% tape writing efficiency!

- can go from <20% to
39% tape read efficiency!

Repack = 'dd'

8 
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● GSI LUSTRE Cluster
– 60 disk server (120 SATA arrays)

– 0.3 PB Raid5

– 6 Gb/s aggregate i/o

– Current system 660 Euro/TB

● future 400 Euro/TB
– No disk server redundancy/replicas 

– HA for head node in production

– Judgement

● not everything is yet paradise !

Tests with ALICE 
analysis small & big 

files:
LUSTRE scales well 
with number of cores

23 
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The biggest & 
proven 

successful 
storage system 

presented in 
the workshop!

43 
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● Distributed System
– PB datasets (offline processing)
– TB datasets (online applications)

● Key Components 
– Scheduling System (batch queue)
– GFS – Google Filesystem (200+ GFS cluster)

● replicated file chunks 
● biggest cluster 5000+ machines, 5+ PB, 10.000+ clients

– Big Table (DB)
– Map Reduce (job framework)

43 
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● Hardware Philosophy
– Low-cost machines
– Everything uses trivial parallelism
– Performance/$ matters – 

not Performance/machine
– Many centers around the globe
– Very frequent failures managed by software
– Inhouse rack design 

43 
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●500 Big Table cells
●Largest 6+Pb of data

● 3000+ machines

●Busiest cell 500000+ ops/s 
sustained 24/7

43 
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43 

1 month = 1 year 
EGEE (2007)

1 month = 1 year 
EGEE (2007)
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... sounds like 

 doesn't it ?

43 
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● FS gain ground in general at CCs
– HEPIX FSWG recommendation: 1.Lustre 2.GPFS

● no special HEP solution
● tests should use experimental frameworks in the future – we have to test what people 

do

● Tape System@CERN
– Tape inefficiency is homemade, but can be improved 

● CNAF follows GPFS/TSM road
● No change in storage medias in HEP now (change in ratios)

– Tape is not yet dead – Flash is currently too expensive

There are other big storage challenges than LHC out there: 
Google ... a story of success! 


