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IT Obstacles to Unifying Information
What is it costing you to unify your data?
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Data Integration
Key Component of Oracle Fusion Middleware

;Q User Experience

Portal, Web 2.0, Social, Collaboration, Team
Spaces, RIA, Mobile, Conferencing, Presence
V-

Content Management

Web Content, Document, Records Mgmt,
DAM, Capture and Imaging, Archiving, IRM

Identity Management

Business Intelligence

Query & Analysis, OLAP, Dashboards,
Reports, Alerts, Real-Time

Provisioning, Access
Management, Audit,
Directory, Role Management,
Fraud Detection

Middleware

Development Tools

Unified DevelopmentTools
and Frameworks for Java
EE, SOA, BPM, BI, RIA, and
Security

Process Modeling & Simulation, ESB, BPEL,
Workflow, BAM, Rules, B2B, Governance, CEP

Enterprise Management

Real-Time Data Replication, ETL/E-LT, Data Complete Middleware
Quality & Profiling, Data Services, MDM Management: Monitoring,
Diagnostics, Configuration,
&4 Application Grid Testing & Change Mgmt

o
Java EE, Application Servers, Clustering,
JVMs, In-Memory Data Grid, Client Java




Oracle

Databases

Distributed
systems

Legacy systems

OLAP systems

OLTP systems

Data Integration

The solution for enterprise-wide real-time data

=

Real-time Data

&

Web Services

Data Quality
'

7

(=
=

— /O,
S

O/O,

Jo7=
e

AN

Dramatically improve the accessibility, reliability, and
quality of critical data across enterprise systems

Mission critical
systems and data

Business
Intelligence,
Performance
Management

Data Warehouses,
MDM

SOA
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Oracle Data Integration
The solution for enterprise-wide real-time data

Mission critical

Databases .' systems and data
N
Distributed
systems .
Oracle Golden Gate % apiness
ntelligence,
Performance
Legacy systems Management
<2 L % Data Warefouses,
OLAP systems 13 ! . .
Y Sfog Enterprise Data Qualit MbM
! v
LTP = SOA
O systems z ———
Dramatically improve the accessibility, reliability, and
\ quality of critical data across enterprise systems
ORACLE
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Databases

Distributed
systems

Legacy systems

OLAP systems

OLTP systems

Oracle Data Integration
The solution for enterprise-wide real-time data
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Dramatically improve the accessibility, reliability, and
quality of critical data across enterprise systems
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systems and data

Business
Intelligence,
Performance
Management

Data Warehouses,
MDM

SOA

ORACLE

6




. Why Does ODI Win?

. ODl is Faster
Upta 7TB per hour of real world data loadi

CE\E

ODI is Faster
* Fastest E-LT Bulk/Batch Performance

» Faster Real Time integration (sub-second trickle) with CDC,
Replication, and SOA infrastructure

« Faster Project Setup, Design and Delivery

. . . ODl is Simpler
ODI IS Slmpler S’F’D ”\:pj (t%‘dﬁz tyiT -(E\T ktww;:hSOtD\p( x: Bl Apps)
. . . . . - 40% EfﬂciencyG aaaaa - 33-50% L s Cor pl
« Simpler Setup, Configuration, Management, and Monitoring S

« Simpler way to do Mapping using Declarative SQL Interfaces
« Simpler Deployment with Fewer Hardware Devices
« Simpler extensibility with Knowledge Module code templates

ODIl is Saves Money (Lower TCO, Higher ROI)

. ODI Saves Money
E-LT Runs on Existing Servers with Shared Administration

* Less Hardware & Energy Costs with E-LT Architecture T s o Sy ——

+ Less Time Wasted on Unnecessary ETL Mappings, Scripting, %E L:
and Complex Training : AN

* Less Integration Overhead Integrating with Applications, SOA, I s iy
and Management Software & %

ORACLE
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ODI Saves Money

E-LT Runs on Existing Servers with Shared Administration

Typical: Separate ETL Server

Proprietary ETL Engine
Expensive Manual Parallel Tuning
High Costs for Standalone Server

ODI: No New Servers

Lower Cost: Leverage Compute Resources &
Partition Workload efficiently

Efficient: Exploits Database Optimizer

Fast: Exploits Native Bulk Load & Other
Database Interfaces

Scalable: Scales as you add Processors to
Source or Target

Manageability: unified Enterprise Manager

Benefits

Better Hardware Leverage
Easier to Manage & Lower Cost
Simple Tuning & Linear Scalability

Next Generation Architecture

Extra Load

Conventional ETL Architecture

ﬁ -

Extract

&

ORACLE
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ODI is Faster

Up to 7TB per hour of real world data loading and complex transformations
ODI ELT (on Exadata/any DW)

= ODI scales with the Database
= Loads increase linearly as DW scales

= ODI runs on relational technologies — no ETL hardware
required

= No new hardware required as data sets grow

= ODI processes used only during integration runs

= Databases continually available for OLTP, BI, DW, etc
= Common administration, monitoring and management
All the benefits of rapid tools-based ETL development

Over 7 TB(60 Billion Rows) per Hour

S GB / Hour e Rows /Hour

70,000,000,000 8,000

60,000,000,000 - 7,000

r 6,000
50,000,000,000

- 5,000
40,000,000,000

- 4,000
30,000,000,000

r 3,000

20,000,000,000
r 2,000

LOGRAPARG 6 Pour Conventional ETL

= As data sets grow, more hardware ($3$) needed to scale

* ETL parallel optimization and design ($$3$) is heavily
dependent on resources available to the ETL environment

Exadata Exadste Exsdats Exsdsts Exadsts Exadsta Exadats
V1Qtr V1 Half V1Full  W2X2-2 WZX2-2 V2X2-2 VIX2-B*
Rack Rack* Rack®  QtrRack Half Rack® Full Rack*

Exadata X2-2 Qtr Rack- 1 TB in 39 Minutes = Sources, integrations, targets must be designed to
0.4 match processing power of ETL environment

01:30:17

= Source flat files split to match # of ETL engine CPU’s
= |ntegration grid setup appropriately to match # of ETL
engine CPU’s
= Target partitions, table spaces to match # of ETL
engine CPU’s
= ETL engine hardware resources only used for ETL
= Cannot be utilized for OLTP, BI, DW, etc.
= Hardware not co located, multiple vendors
= Different management, monitoring and administration from

26:24

12:00

57:36

43:12

Minutes

27:09
28:48

14-24 g:3 11:50
03:5?-
00-00

10068 30068 1,000GB database and Bl infrastructure ($3$)
W ODIELTw/ Exadata 03:57 11:50 30:27
H Conventional ETL 09:26 27:09 01:30:17




«“Old Style” ETL

* Monolithic & Expensive Environments
* Fragile, Hard to Manage

Development, QA,
System (etc)
Environments

gl
= Vs
Extract Transform Load Lookups/Calcs Transform / Load

(ETL Metadata Server
ETL engines require

parallel tuning

* Difficult to Tune or Optimize

/——=3\
\
ETL Engme(s) ' S—>
Y7
§ 2
0? S5 e
7 - A
Sources g
/ Near Real Fime
Capture I' —=
Agent % e
/A cDCHub(s) 8
Admin Server | | - ithi
~~~~~ Monolithic data
Mgmt Server streaming architecture
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. Modern Data Integration

» Lightweight, Inexpensive Environments — Agents
* Resilient, Easy to Manage — Non-Invasive
« Easy to Optimize and Tune — uses DBMS power

Extract Transform Load Lookups/Calcs Transform

Set-based
SQL SQL Load
transforms inside DB is
typically always faster
faster

S
-
-

Bulk Data Movement

Sources | Near Real Time

Flexible
options for
real time data
streams

True Real Time

ORACLE
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Exadata

tx4

Best Data Integration for Exadata

Top Performance, Smallest Footprint

Run ODI, EDQ & OGG Directly on

Support Any Latency Data Feeds
Non-Invasive Source Capture

Most Cost-Effective and High-
Performance Exadata Data Loading

tx3 tx2 |

= y ool

' il ' " , l‘
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» vid
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Oracle
GoldenGate

Oracle
Data Integrator

—_—

Oracle
Enterprise DQ

Non-Invasive Real Time Transaction Feeds

Batch Feeds, Incremental
Updates and in-DB
transformations via ELT




. ODl is Simpler

Speed Project Delivery and Time to Market with ODI

* Development Productivity * Environment Setup (ex: Bl Apps)
* 40% Efficiency Gains * 33-50% Less Complex
Number of Setup Steps
/ ODI Declarative Design \ e e e
M . B Number of connections
@ :}@
‘;-'“ Define Automatically
' 1 What Generate
E: i You Want Dataflow
\ ' Define How: Built-in Templates |

Number of Setup Steps

/ Conventional ETL Design

Number of Servers
Number of connections

ORACLE
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. Traditional procedural ETL

Traditional ETL row to row complexity

One or arelated group
of flow-based procedural ETL

Mappings — first sample
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— f—» o4 T
| v —% #W)_’ j ¢ " LOOKUP_KEY  INSERT ~ AGG_SALES
LOV_PRODUCT  SQ_LOV /fransimn? COUNTRY ~ SORT4 ! @WJ
. Transfom10
/ JOIN3 , e
P P —> f o JOINg
PRODUCT SQPRD  SORT3 e —> e
FISCAL_CALENDAR ~ SQ_FISC
OUICEsS
_—— e Tatget Detestre
15 - s (o... 03 - G50 ., {1 - o (.. S
(&m0 n‘\'wsmm i) c"gg%g IIIRHE )
fij (CUSTONER 1D i = it e Wipeing
0 *1IDER DATE i IE _
0 Oy 1

CUU]IT R, CUUNTRY IIA]‘IE

(6 - Bt 1., 101 - Lov ...
8 110V g
V8 1L0V C0DE
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[
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Link113
=
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of flow-based procedural ETL

One or arelated group|

Mappings - second sample
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LinkE5
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. Traditional procedural ETL

Traditional ETL row to row complexity

[(— &

ORDERS SQ&RDEI?S\
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Topology Module on ODI

— You describe how the relational infrastructure where ODI works is done

— ODI builds the flow for a specific loading automatically!

Lo Topology Manager. [OracleD] Training Work Repository]

© File  Windows Look And Feel Help

ol DIH

Architecture

|

EO Technologies
[8-[ axisz
=[] File
Lj Hypersonic SGL
+ Lj Microzoft SOL Server
EIL_] Oracle
- (W ORACLE_aLE
- (B ORACLE_ALE SNPDEMO
(FRORACLE_ALE SNPTARGET
(5 ORACLE_MARCO
- (2 ORACLE_MARCO CDCTARGET
% ORACLE_MARCO PORTHLTSRC
- (PRORACLE_MARCO.TESTORAT
&[S ORACLE_MARCO2
- ORACLE_XPONE
| L BB ORACLE_XPONE.CUST D DEY
|_§__| Datatypes
uﬂ Actions
EILJ Sunopsis Engine
ENEECR
(- (B ML_GED_DiM
-3 XML_SALESORG
i Lo _SALESORG SALES
- XML _wisT
|_§__| Datatypes
uﬂ Actions
-1 Agents

[ORACLE_MARCO L

Context Physical Schemas
Drevelopment ORACLE_MARCO TESTORA1
Production ORACLE_MARCO TESTORA1

Ok ][ Cancel J[ Apply ][ Help ]

7 $S.0(1):MSSQLCRM [5]

¥ Staging: MEMORY_ENGINE

DataSet0 -Orders [=]

Topology module allows to describe all the information on the technology where
the ELT projects work, starting from specific definition on the technologies that
are used, going to physical description on how to access a server, wich user
and password to enter, which schema users or database are involved in the
jobs. The final developer will have only a logical reference to the servers

ORACLE

Target: ORACLE_SERVERL
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Declarative mapping + Knowledge Modules = Generated Code

KM’s Meta Code

<%=snpRef.getTable
{

<%=snpRef.getColList("" hd 120+ KMS OUt-Of'the'bOX
¢é=snpRet. getPop ("DISTI] Executed Code v" Tailor to existing best practices
<%=snpRef.getColList("" C’W L .

. v' Ease administration work

K%1if (snpRet getPop (“HAS_JRN").
‘:> v Reduce cost of ownership

T Ywrn rrnn Aere
___________________________________________________________________________________________________

|
. *|
TPum Oracle
DB2 Exp/ IMS Que SAPIR - -

)

inition | Description

etad ata

nsert into db_staging.|§_AGGREGATED_SA|

* Customizable and extensible

COUNTRY _NAME,

SITAS K10 RAT

nition | Disgrarm [ Fiow | Controls | Executio
@lﬂl@clmn [ patastores .Sis

[Sources

[J1 - rRoDUCT (P...| H2
n
v

19 *DRODUCT ID (Pro |-\f -
v PRODUCT NAME (P | X
n *WAREHOUSE ID (R |F

Reverse Journalize Load ' Check Integrate Service
Engineer Metadata Read from CDC From Sources to Constraints before Transform and Move Expose Data and
Source Staging Load to Targets Transformation
Services

-—

Journali

Eriror Tables
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Jobs, auditing

— Technical and business metadata: ability to manage in a unique and centralized way jobs,
their transformation, schedulings, data definition language etc.

— Central Monitoring and Logging: verifying the execution of jobs

7 Cate

(E-8 Teday (Sep 10, 2009)
(51§ 25077 - NT_LD_PRODUCTS - Sep18, 2009 12:46:29 F EnpsOUFile "File=. Joemosfie/ CURRENT_COSTS ot

EE-E variables OPTIONS (

E-@31 - INT_LD_PRODUCTS - Sep 18, 2009 12:45:29 PM
-~ )1 - Leading - S5_0 - Drop work table

€2 - Leading - 55_0 - Create work table

SHIP=1,
ERRORS=0,
DIRECT=FALSE

| warnings and database errors that can eventually occur
MFLE " jdemofile/CURRENT _COSTS cav” "str XODOA™
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DISCARDFILE " demosfie/CURRENT _COSTS dac’

2 0-
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'[' RAILING MULLCOLS
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-4 D000 0 - Loacing - S5_1 - Drop weork takle
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Oracle Data Integration
The solution for enterprise-wide real-time data

Mission critical
systems and data

Databases e
-
N

Distributed
systems
Business
Intelligence,
Performance
Legacy systems @ Management
Data Warehouses,
OLAP systems [ MDM
g
g
LTP = SOA
O systems z
Dramatically improve the accessibility, reliability, and
\ quality of critical data across enterprise systems
ORACLE
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. Oracle GoldenGate Overview

Oracle GoldenGate provides low-impact capture, routing, transformation,
] and delivery of transactional data across heterogeneous environments in
real time

Key Differentiators:

Performance Non-intrusive, low-impact, sub-second latency

Open, modular architecture - Supports
heterogeneous sources and targets

Flexible and Extensible

Reliable Maintains transactional integrity - Resilient
against interruptions and failures

ORACLE



Oracle GoldenGate Use Cases
Enterprise-wide Solution for Real Time Data Needs

o N
Zero Downtime %
Ne B/

Migration and  ognwiapp

Upgrades
_ e
Active-Active High' gy active
I/ | Avallablllty Distributed Database Red u C e CO StS
' Log Bahsed, Real-
Time Change Data > -
Capture Query Offloading . Lower Risks

Oracle

GoldenGate @ o Achieve Operational
—CED— Excellence
OoDS EDW
)
Hetefbgeneous Real-time BIV EDW
Source Systems w
s

Data Distribu?ior\blob

al Déta Centers

| BPM
- (EEQ){, BAM
SOA/EDA  “&u* [ cep

ORACLE




Advantages of Oracle GoldenGate Architecture

Reduced Overhead and TCO

« Captures once, delivers to many targets for different
uses

» Non-invasive, log-based capture
* Moves only committed data, reduces bandwidth needs

High Performance with Reliability

« Subsecond latency even with high data volumes
* Preserves transaction integrity
» Ensures data recoverability

Flexibility and Ease of Use

» Provides decoupled, modular architecture

» Supports heterogeneous sources and targets, and
different latency needs

« Coexists and integrates with ELT/ETL and messaging
solutions

ORACLE




. How Oracle GoldenGate Works

Capture: committed transactions are captured (and can be
filtered) as they occur by reading the transaction logs.

v

Capture

LAN/WAN
Internet

Source Target
Oracle & Non-Oracle Oracle & Non-Oracle
Database(s) Database(s)

ORACLE



. How Oracle GoldenGate Works

Capture: committed transactions are captured (and can be
filtered) as they occur by reading the transaction logs.

Trail: stages and queues data for routing.

v
Trall

Capture
- ‘ LAN/WAN

Internet

SOurce
Oracle & Non-Oracle
Database(s)

Target
Oracle & Non-Oracle
Database(s)

ORACLE



. How Oracle GoldenGate Works

Capture: committed transactions are captured (and can be
filtered) as they occur by reading the transaction logs.

Trail: stages and queues data for routing.
| Pump: distributes data for routing to target(s).

Capture Pump
‘ LAN/WAN
Internet

Source Target
Oracle & Non-Oracle Oracle & Non-Oracle

Database(s) Databaseési



. How Oracle GoldenGate Works

Capture: committed transactions are captured (and can be
filtered) as they occur by reading the transaction logs.

Trail: stages and queues data for routing.

Pump: distributes data for routing to target(s).

Route: data is compressed,
encrypted for routing to target(s).

i -
Trall

Capture ‘ Pump .

Source Target
Oracle & Non-Oracle Oracle & Non-Oracle
Database(s) Database(s)

LAN/WAN
Internet

TCP/IP

ORACLE



. How Oracle GoldenGate Works

Capture: committed transactions are captured (and can be
filtered) as they occur by reading the transaction logs.

Trail: stages and queues data for routing.

Pump: distributes data for routing to target(s).

Route: data is compressed,
encrypted for routing to target(s).

Delivery: applies data with transaction
. Integrity, transforming the data as required.

.................................................................................................................

Capture ‘ Pump

Source Target
Oracle & Non-Oracle Oracle & Non-Oracle
Database(s) Database(s)

Tra|I

Dellvery
—> .

LAN/WAN
Internet

TCP/IP

ORACLE



. How Oracle GoldenGate Works

Capture: committed transactions are captured (and can be
filtered) as they occur by reading the transaction logs.

Trail: stages and queues data for routing.

Pump: distributes data for routing to target(s).

Route: data is compressed,
encrypted for routing to target(s).

Delivery: applies data with transaction
. Integrity, transforming the data as required.

.................................................................................................................

Capture ‘ Pump . Dellvery

Source ) R Target
Oracle & Non-Oracle Bi-directional Oracle & Non-Oracle
Database(s) Database(s)

ORACLE
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LAN/WAN
Internet

TCP/IP




.GoldenGate Checkpointing

recover in case of failure

[ Begin, TX 1

[

Start of Oldest Open (Uncommitted)
Insert, TX 1

Transaction
Begin, TX 2

« Capture, Pump, and Delivery save positions to a checkpoint file so they can
Update, TX 1

. Pump - Delivery
Begin, TX2 Checkpoint B, K2 Checkpoint
Insert, TX 2 |> Insert, TX 2
Insert, TX 2 Commit, TX 2 |« Commit, TX 2 |«
Capture : Current| =—— | Current Current | ——
C t, TX2 - .
R Checkpoint [ Begin. TX 3 Read Write \ ' Read
Begin, TX 3 N Insert. Tx 3 | Position Position Position
’ \
Insert, TX 3 3 Commit, TX 3 A
—— |Current \
Write J v
o \
Commit, TX 3 Position i \ ;
\ 1
\\ ,' \\ ’I
Current Read \ K Vool
\/ Position ' ! o
\ /
‘ 1 \‘ 1
\
E L’ Commlt Ordered L’ Commit Ordered .
S Capture Source Trail Pump Target Trail Delivery
ource Target
Database Database
ORACLE
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GoldenGate — Scaling for Performance

0-e =—8—0

\
0-8 e<H=

0<f

) Capture / Extract =2 - Delivery / Replicat - Trail
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@
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. Zero Downtime Oracle Upgrade Implementation Steps:
Example of 9i = 11g Cross-Platform

Oi
Solaris

=

Oracle
GoldenGate

Capture l
\

@
T o XY

1. Start Oracle GoldenGate Capture module

2. -4.Initial loading, export import of a new 11g target db (ELT/flat
files/jdbc/native db loaders/import export tablespaces etc.)

5. Start Oracle GoldenGate Delivery module at target
6. Start Oracle GoldenGate’s Capture at 11g
7. Start Oracle GoldenGate’s Delivery process 9i (old source, contingency)

> | 11g

ORACLE
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. Oracle GoldenGate 119g: Heterogeneity

Databases

Oracle GoldenGate Capture:
= Oracle
= DB2 forv 9.7

= Microsoft SQL Server
= Sybase ASE

= Teradata

= Enscribe

= SQL/MP

= SQL/MX

= MySQL %:Eéﬁ?

- JMS message queuesgiéiv;%

Oracle GoldenGate Delivery:
= All listed above, plus:
-TimesTen, DB2 for iSeries %:EEE?
= Exadata, Netezza, Greenplum, and HP
Neoview

O/S and Platforms

Linux

Sun Solaris

Windows 2000, 2003, XP
HP NonStop

HP-UX

HP OpenVMS

IBM AIX

IBM z Series

zLinux

ORACLE




Customer Example: Zero Downtime Migration
eDialog

Goals

e 24x7x365 provider of advanced e-mail and multichannel marketing

[ ]
1 . . . .
d lalog solutions to business worldwide helping marketers transform
conversations into conversions.

* Ensure absolute business continuity when migrating data to a new data

infrastructure

Solution Return on Investment

e Oracle Exadata as the foundation for new ’ Completed th? .phased migration in six anths
data infrastructure that ensures * Gained the ability to complete the migration in
continuous high-performance marketing phases, enabling e-Dialog to test the new
services and campaign analysis. environment over time

¢ Used GoldenGate for a phased migration * Reduced downtime during the massive
with more than 12 terabytes of data from migration effort
heterogeneous legacy environments * Improved throughput by 50% and cut report

generation time in half

ORACLE
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. Customer Example: Real-Time DW on Exadata

AVEA

Goals

® Supporting campaigns management with timely customer
ﬁavea information

®Reducing batch windows while data increases and improving the
performance of ETL and reporting

Solution Return on Investment
*GoldenGate feeds real-time data from * Access to t.ime.ly data for customer
CRM, Billing and other key systems to ODS segmeptatlon in the S'ibeltCRM
campaign management system
® ODI extracts from the ODS and loads near P g & Y
real-time data to Exadata DW e Batch window for the DW decreased

. by 50%
*New solution replaced IBM Infosphere . ber of df
Data Stage Number of reports generated from

. . . the DW has increased by 10 times
*OBI EE is used for real-time reporting
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