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v * We can use virtualization to help us

* libvirt virtualization AP » Each stage is synchronized across all slaves, so

* We use a 3-layer hierarchy, comprised of one no stage is run before the previous has finished on
master, one or more hypervisors, and multiple all slaves
slaves » Everything happens via templated shell scripts

which are delivered to each slave

- . * Detailed output from each stage is recorded and
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