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53 papers 

25 posters, 28 – 2 talks (two were victims of the 
government shutdown) 

Good attendance in the parallel Online sessions 

 

 

Very high quality throughout 

Not mentioned != Not interesting 
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Excellent performance 

Better use of resources 
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Keep it simple, 
not stupid 
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#35 
M. Frank 

Track#1 (Online)  Summary CHEP2013 – N. Neufeld 



7 

TDAQ in 2012 
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(50 ns) 
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110 GB/s 

4.5 GB/s 
7.5 GB/s 

300 MB/s 
1 GB/s 

Design 
(2012 - avg) 

Note: Level 2 (L2) + Event Filter (EF) = High Level Trigger (HLT) 
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More 
powerful 
networks 
and servers 
lead to 
simplified 
architecture
s 

Improved 
HLT 
software 
(fork-ing) 
mitigates 
memory 
pressure 

TDAQ After LS1 
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1.8 MB 
(25 ns) 
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2 GB/s 

• L2, Event Builder & EF farms become a 
unique HLT farm  
• perfect match with network evolution 
• automatically balanced distribution of 

computing resources 
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LHC future is  
immediate (Run 2) 

soon (Run 3)  ALICE and LHCb go triggerless 

coming (Run 4)  HL-LHC (upgrades for ATLAS and 
CMS)  (no talks on this … yet – current work 
focusing on FE-electronics) 
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“Low-cost” 32 
Tbit/s DAQ 

Based on 
InfiniBand & 
Ethernet 

FPGA receiver 
cards in 
standard server 
PCs #54 G. Liu 

Introduction to LHCb Upgrade 

Solution 1: unidirectional  

Conclusion 

DAQ Architecture for the LHCb Upgrade 
Guoming Liu, Niko Neufeld 

CERN, Switzerland 
niko.neufeld@cern.ch 

The LHCb collaboration has proposed a major upgrade to allow operation at the 

a luminosity of 2x1033 cm-2s-1 after 2018. One of the major upgrades is to allow 

readout of the entire detector at 40 MHz. In order to improve the trigger 

efficiencies, LHCb adopts a flexible, full software-based trigger solution. All 

data need to be sent to a large computing farm for event building and filtering. 

According to the simulation, the total data rate to the farm is about 38.4 Tb/s. 

• BU & FU are implemented in the same server 

• RUs are connected to the core network 

• Data flow in the core network is unidirectional 

Several network architectures have been identified. The bidirectional solution 

with uniform RU/BU currently looks like the most cost-effective architecture.  

DAQ Upgrade 

The DAQ system is based on a local area network. For each collision (we call 

each collision an event), each Readout Unit (RU) reads out data from the front-

end electronics through direct GigaBit Transceiver (GBT) links. A RU is 

normally implemented in a custom electronics board based on  an FPGA . The 

RU sends the data fragment to a Builder Unit (BU) through the DAQ network. 

The BU assembles all fragments belonging to this event and sends the complete 

event to a Filter Unit (FU) for event filtering. Finally the FU sends the selected 

events to the storage system. Normally, BU and FU are implemented as software 

processes in the computing farm. 

100#m#rock#

Detector#(UX85B)#

DAQ#network#(SX)#

Compu; ng#Farm#

Readout#Units#(SX)#

GBT

Several solutions are feasible to build such a large network. Studies are required 

to build a cost-effective and reliable DAQ system. A few principles shall be 

followed: 

• Simple single-stage data-flow 

• Minimize the number of expensive ports in the core network layer. 

• Deploy all components (RU, BU, FU) close to each other in the computing 

center as much as possible to keep technological options open  and minimize the 

number of expensive optical components.  

• Use the most efficient technology for different connections. 

Solution 2: bidirectional data flow  

• BU & FU are implemented in the same server 

• RUs and  BU/FU servers are connected to the access layer i.e. TOR switch 

• Data flow in the core network is bidirectional 

Solution 3: bidirectional with uniform RU/BU 

• RU, BU and part of the FU (FU-1) are implemented in the same server 

• The server receives data from the readout board AMC40 via PCIe bus. 

• The server is equipped with 2 network interfaces: one is connected to the core 

network for event building, the other one is connected to the TOR switch for 

event filtering. 

• Data flow in the core network is bidirectional 

Advantages:  

- Simple architecture: unidirectional data flow. 

- High reliability: simple function in each components 

Disadvantages: 

- High cost: the core network devices are very expensive 

Advantages:  

- makes use of bisectional bandwidth of the core network, can save up to 

50% of bandwidth and ports in the core network. The cost per port in the 

core network is usually 3 ~ 4 times more expensive than in a TOR switch 

Disadvantages: 

- RUs and BU/FUs need to be close enough to connect the same TOR switch. 

Advantages:  

- makes use of bisectional bandwidth of the core network 

- Network technologies for event building and event filtering can be 

different, which allows to choose the best solution and make the decision as 

late as possible. A combination of high-speed InfiniBand for the event 

building and lower speed 10Gbase-T Ethernet for event filtering is the most 

cost effective solution today. 

- Allows simple architecture with minimum buffering in the readout board 

AMC40. Some complexities have been shifted to the event-building 

servers. 

Disadvantages: 

- Increases the complexity in the event-building servers 

- Lots of I/O required in the event-building servers 
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Continous readout of the TPC 

Event-building based on time-slices 
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Online 
resources very 
important 

Increase duty 
cycle (c.f. also 
LHCb deferral, 
similar 
initiatives in 
CMS, ATLAS 

ALICE	O2	Project	-	CHEP	2013	P.	Vande	Vyvre	 19	

O2 Framework


For example 

Data 
Acquisition 

Cluster 
Finding 

Tracking ESD, AOD 

Analysis 

Analysis 

Simulation 
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FPGAs 

GPGPUs 

Xeon/Phi 
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CHEP 2013 - 10Gbps TCP/IP streams from the FPGA 7

FEROL Introduction

● Front-End Readout Optical Link (FEROL)

– Interface between custom and commercial hardware/network

– Replace Myrinet NIC with custom FPGA based NIC card

● Input:

– Legacy S-link input via FRL

– SlinkXpress interface

● 2x optical 6 Gbit/s interface 

● 1x optical 10 Gbit/s interface

● Output:

– Optical 10 Gbit/s Ethernet link

– Optional second 10 Gbit/s Ethernet link

– Runs a standard protocol: TCP/IP over 10Gbit/s Ethernet

#87  
P. Zejdl 
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#7 P. Gros 10-GigE for ATLAS Calo RO  

L0TS: how to do it?

•use high performance PC to run selection algorithm
•use fpga board to handle fixed delay output to TTC 

(needs real-time)
•avoid memory-to-memory copy: use fpga board to 

collect primitives (udp packets) and put them into PC 

ram

HW used:
•core i7 920      2.67 GHz
•core i7 3930K  3.2 GHz
•Terasic DE4-230 board (Altera 

StratixIV, PCIe Gen2 x8, 4 eth 

ports)

8

A. Gianoli #33 
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also 
#297 GPU Enhancement of the High Level Trigger to extend the Physics Reach at the LHC, H. Valerie  
  

#48 R. Ammendola 
“How to get the data in/out quickly 

Track#1 (Online)  Summary CHEP2013 – N. Neufeld 
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Breakdown of computing time
Where is most of the time spent on each device?

Standard CPU: most of the time spent in 
the fitting part; code completely serial → 
percentage of time flat as # evts increases

GPU: the fitting stage dominates for high 
multiplicity of tracks.

MIC:combinations and fitting part take the 
same time for high number of events. 

Track fitting
Calculate all hits combinations 

Unpack input data and fill arrays

Offload (MIC only)

# events

# events

%
 o

f 
ti m

e  
ov

er
 t

ot
a l

 la
te

n c
y

%
 o

f 
ti m

e  
ov

er
 t

ot
a l

 la
te

n c
y

%
 o

f 
ti m

e  
ov

er
 t

o
ta

l l
a t

en
cy

# events

14

Speedup 

Speedup over a standard CPU (E5630).
Maximum gain obtained with > 1000 events (or > 2 M fits) processed in parallel
To fully exploit parallel devices, we need to perform a lot of calculations.

GPU

MIC

CPU

#78 S. Amerio 
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6"

Replace#custom#hardware#
with#a#GPUObased#system#
performing"the"same"task"
but:"

 Programmable"

 Upgradable""

 Scalable""

 Cost"effecYve"

 Exploit"GPUs"compuYng"
power"to"implement"more"
selecYve"trigger"
algorithms."""

The#topic#of#this#talk.#

April"15th,"2012"

L0#trigger#

Trigger#primi, ves#

Data#

CDR"

O(kHz)'

GigaEth"SWITCH"
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#PC#

RICH# MUV# CEDAR# LKR#STRAWS# LAV#

L0TP"

L0
"
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"

37"

■ Both communication and processing (MATH) 

are performed. 

■ Worst case measure, no overlap between 

communication (green) and processing (red). 

#430 A. Lonardo 
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Controls crucial for success of experiments 

Raw “size” requirements not growing as fast as 
in DAQ systems, BUT 

24/7/365 (often) 

crucial for overall expt. efficiency 

large, sophisticated software systems 

Track#1 (Online)  Summary CHEP2013 – N. Neufeld 
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#21 I. Oya 
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24/7/365 

Consolidation 
of software  

New 
hardware: 
redundancy 

all upgrades 
on production 
systems 

Sophisticates 
detectors with 
1000s of 
parameters 

Flawless 
operation 

#227 O. Holme #190 S. Saornil 
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Accelerator based experiments 
Belle 

Nova 

MICE 

Panda 

Astronomy 
CTA 

H.E.S.S 

Icecube 
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Have to serve 
multiple 
“experiments” 
flexibility 

> 240 processes for 
calibration, control, 
configuration, 
alarms, etc… 

Using CORBA, C++ 
and python 

Very high efficiency 
>99%(!) 

Arnim Balzer  |  H.E.S.S. DAQ  |  14.10.2013  |  Page  

Data Flow

>Own Receiver for each hardware 
Controller

>Every Receiver may have a 
Displayer

>Data storage classes are 
experiment specific

>Data is stored using ROOT object 
serialization mechanism

>Data calibration and reconstruction 
algorithms can be used online and 
offline

11

#12 A. Balzer 
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Mu-metal

grid

Penetrator HV Divider

LED

Flasher

Board

PMT

Delay

Board

DOM

Mainboard

RTV

gel

Glass Pressure Housing #390 K. Haenson  

DOMs triggering on average 500 

Hz in ice and 2 kHz IceTop   

3 MHz aggregate hit rate. 

LC tagged hits sent to triggers in-

ice triggers select hit clusters: only 

these sent to triggers currently : 

approx 50 kHz rate. 

Global Trigger Rate 8 kHz but 

many overlapping triggers which get 

merged down to ultimate rate of 

triggers to Event Builder of 2.7 kHz. 

Event Builder requests data in ± 10 

µs windows (typ. … up to 10 ms in 

extreme cases); resultant data rate 

to disk is 10 MB/sec. 

HitSpooling (not shown) all hits 

from 1st stage (DOM triggers) written 

to disk buffer on hubs at (aggregate) 

rate of 250 MB/sec.  Stored in 

circular buffer for several hours.  

Useful for external triggers such as 

SNDAQ and GRBs. 

Track#1 (Online)  Summary CHEP2013 – N. Neufeld 
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artdaq for DarkSide-50 

14-Oct-2013 artdaq - CHEP 2013 7 

BoardReader 
Processes 

EventBuilder 
Processes 

Aggregator 
Processes 

#4
6

6
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rt
y 
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Need to sync  350k 
channels with 10 ns 
precision 

Do not know exact arrival 
time of spill 

Every channel has a TDC 

Distributed time from GPS  

Continuous read-out with 
high precision time-stamp 
56/64 bits 

Pure software trigger 

NO A Overview
• A long-baseline neutrino 

oscillation experiment 
currently under construction 
and commissioning.

• NO A uses a Near Detector at 
Fermilab and a Far Detector 
located 810 kilometers away 
in Ash River, MN placed 14 
milliradians off-axis from the 
existing NuMI beam.

• The experiment will probe the 
e and e oscillation 

channels to achieve a wide 
range of physics goals.

E. Niner, Indiana University -
NOvA Timing System

CHEP 2013, Amsterdam 2

Fermilab

Ash 
River

#
4
4
3
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r 
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Re-use 
and adapt 
existing 
controls 
frame-
work 

Use open 
standards 
(OPC UA, 
Java, 
Ethernet) 

Track#1 (Online)  Summary CHEP2013 – N. Neufeld 
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Trigger-less PANDA

• 20MH z event rate (peaking at 50MH z).

• Strong event overlap.

• Lack of simple features dist inguishing the 

interesting events from the background.

CH EP 2013Radoslaw Karabowicz An Event Building scenario in trigger-less PANDA experiment7

Physics Book criteria for triggering of:

•J/psi (  base for many charmonia)
– Invariant Mass: Tracking/Momentum
– Electron ID: Tracking, cluster energy, track/cluster match
– Muon ID: Tracking, Muon detector information
– Vertex: Tracking

•D/Ds Mesons
– Pi0s: EMC clusters
– Inv. Mass: Tracking
– Kaon, Pion ID: dE/dx, DIRC info (w/ track match), ToF (track match)
– Vertex: Tracking

•Baryons
– Inv. Mass: Tracking
– proton, pion ID: DIRC info (w/ track match)
– Vertex: Tracking

• No hardware trigger possible.

• Full event reconstruction, with track finding & 

fitt ing, as well as part icle identification, needed 

to extract interesting events.#4
2

5
9
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Precision 
experiment 
0.1% 

Tight 
integration of 
machine and 
experiment 
devices 

Highly 
automated 
control 

39 of 4317 October 2013 Pierrick M. Hanlet

St at e  M achine Effect  

on RunCont rol

CHEP'1 3  post er P1 .0 1

St at e  m achines for m agnet  cont rol great ly reduces
com plexit y of RunCont rol.   RC need only check 
st at e  of each m agnet .

#447 P. Hanlet  
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== input for the Summary of the Summaries 

Trend to use more and more COTS equipment  
and all-software based solutions continues 

DAQ systems outside HEP have been growing a 
lot  challenges comparable, similar ideas & 
synergy coming on 
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