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Statistics	

CHEP 2013                                      CHEP 2012 
59(53) contributions                       84 contributions 
31(27) poster                                   64 posters 
28(26) talks                                      20 talks 
1 Vidyo presentation 
 
•  Between 20 and 50 participants in the different 

sessions 
•  Much less then in previous CHEPs 
•  Many people probably in track 5: Software Engineering, Parallelism & 

Multi-Core  

•  Many people jumped between the different tracks 
•  In the presentation I will focus on the talks and try to 

give an overview over the topics not the talks 
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What  is  this  all  about?	


17.10.13 4 



Outline	


•  Common Frameworks 
•  Concurrency 
•  Algorithms 
•  Pileup Simulation 
•  Future Simulation for LHC 
•  Everything else 
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Common  Frameworks	


•  Many different frameworks presented 
o  For sure the big and well known ones ATLAS(Gaudi) LHCb(Gaudi), CMS 
o  Many others 

•  International Large Detector@ILC 
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Digitization
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Common  Frameworks	


•  Many different frameworks presented 
o  For sure the big ones ATLAS(Athena), LHCb(Gaudi), CMS 
o  Many smaller ones 
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•  Muon g-2 (ArtG4 based on Art, lite fork from CMS) 

o  NOvA, Mu2e, MicroBoone, LBNE, … 
•  CBM, Panda (FairRoot) 

o  Many other experiments meanwhile 
o  DRY, DRSSEDA, Code reuse, Consolidation 

•  Make better use of your resources (manpower, money) 

•  Other frameworks 
o  Geant4 
o  RooStats, RooFit   
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What does a framework do?

3

Your 
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code

More 
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code

Your 
friend’s 
code

Dynamic 
library loading I/O handling Event Loop & 

paths

Run/Subrun/
Event stores Messaging Configuration

Provenance 
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Code you write Code you use from the
framework

Multi-threading 
Porting applications … 

!   Few changes needed in user code: 
1.  Change main() to use G4MTRunManager – one line 
2.  Create Sensitive Detector & Field in a new method 
3.  Adapt to per-event RNG seeding (potential change) 
4.  Check User ‘Action’ classes (Step, Track, Event) 

!   Choice - handling Output: per thread or accumulate ? 
!   Geant4 automatically performs reductions (accumulation) 

if  using scorers or G4Run derived classes 

!   Testing 
!   Check output of  runs – MT vs 1-thread vs Sequential 
 
See: https://twiki.cern.ch/twiki/bin/view/Geant4/Geant4MTForApplicationDevelopers 

CHEP 2013, Amsterdam - 17 October 2013 Geant4 - Towards major release 10 - G.Cosmo 7 Gabriele  Cosmo	
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An excursion – Collaborative analyses with workspaces 

• Workspaces allow to share and modify very complex analyses 
with very little technical knowledge required 

• Example: Higgs coupling fits 

Wouter Verkerke, NIKHEF  
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strength 

in 5 
channels 
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in terms of 

fermion, boson 
scale factors  

Confidence 
intervals 
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couplings 

Wouter  Verkerke	
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Concurrency	


•  CHEP2013 Prediction: Lots of reports about success 
of deep parallelization of algorithms (Adam Lyon) 

•  CHEP2013: Different approaches to solve the 
problem 

•  CMS:  
o  Run multiple events in parallel, within one event run multiple modules in 

parallel, and within one module run multiple tasks in parallel 
o  Use Intel Threaded Building Blocks (TBB) for all the parallelization 
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Algorithms	


•  Many talks from different collaborations 
•  Many algorithms are very specific designed for one 

experiment 
o  CBM: Selected event reconstruction algorithms  
o  Belle II: Track extrapolation using Geant4E 
o  …. 

•  There are also developments which should be usable for a 
larger user community 
o  CLAS: Bayesian Data Analysis in Baryon Spectroscopy 
o  PANDA:  Common Partial Wave Analysis Framework  
o  …. 

•  How to find such developments which could be (re)used? 
o  Database with information? 
o  Web page? 

•  How can we come to a situation like with common 
frameworks? 
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Pileup  Simulation	


•  LHC exceeded expectations of pileup (PU)up to 40 
interactions / crossing (design 23) 

•  Simulation has to keep up 
•  Geant 4 predictions reached enormous precision, at 

cost of high CPU consumption → improve its usage 
•  Overlay: use data for pileup 'simulation' 
•  other measures, e.g. use only those out-of-time pileup 

events to which detectors are sensitive 
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Simulation  at  LHC  in  Future	


•  ATLAS/CMS in run-1 produced several billion MC 
events, even more will be needed in run-2 with 
higher luminosity & trigger output rates 

•  ATLAS / CMS investigated in speeding up simulation 
of their detectors 

•  frozen showers; fast parameterized simulations 
•  ATLAS also worries about simulating events under 

old conditions (trigger simulation) 
•  One way to reduce CPU time: simulate not all 

particles: Russian Roulette 
o  Now also employed for calorimeters 
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Everything  else	


•  What about simulating old data? 
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•  What about simulating old data? 
•  Speeding up the reconstruction. 
•  Geant4 in hadrontherapy 
•  LUCID 

The eye detector
• Eye anatomy deeply studied 

and a geometric 
schematization realized

• Accurate reproduction of all 
eye-components in the G4 
simulation

• Dimensions parameterised as 
a function of the sclera 
radius

• Rotation possible to misalign 
tumour and sensitive 
sub-components
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Everything  else	


•  What about simulating old data? 
•  Speeding up the reconstruction. 
•  LUCID 

A brief history of LUCID

Tuesday 15th October 2013 T. Whyntie/LUCID Collaboration CHEP2013 2

In 2008, the Simon Langton Grammar 
School for Boys entered a satellite 
experiment design competition run by 
the British National Space Centre (now 
UK Space Agency) and Surrey 
Satellite Technology Limited (SSTL).
• The Langton Ultimate Cosmic ray 

Intensity Detector (LUCID) would 
use Timepix detectors, developed by 
the Medipix Collaboration, to 
measure the space radiation 
environment in Low Earth Orbit.

• Designed by students, built by SSTL, 
now due to launch in February 2014.

• LUCID now part of CERN@school, 
supported by UK Science and 
Technology Facilities Council 
(STFC) Large Award ST/J000256/1.

Particle source(s)

Tuesday 15th October 2013 T. Whyntie/LUCID Collaboration CHEP2013 11

SPENVIS
• ESA-backed “Space Environment 

Information System” web portal.
• Spacecraft coordinate generators:

• Input LUCID orbit details.
• Trapped radiation models:

• AP-8 for protons and electrons;
• Int. and diff. flux spectra.

GEANT4 General Particle Source (GPS)
• Hemi-spherical surface, energy 

sampled from flux spectra energy bins;
• Right: 50 10-20 MeV protons (“dome” 

made partially transparent for clarity).
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Multiple events in flight!
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FairRoot: Where we are going ? (almost there!) 
• Each Task is a process (can be Multi-threaded) 

• Message Queues for data exchange 

• Support multi-core and multi node 
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Marlin modules for ILD Tracking 

 ILD Tracking Components:
TPC - ClupatraClupatra
VTX/SIT - SiTrackingSiTracking
FTD - ForwardTrackingForwardTracking
combined - FullLDCFullLDC (+SET)

boxes: Marlin processors
ellipses: LCIO collections

Digitization
Pattern Recognition

Start testing 
the VMC  
concept for 
CBM 

First Release of 
CbmRoot  
 

MPD (NICA) 
start also using 
FairRoot 

ASYEOS joined 
(ASYEOSRoot) 

GEM-TPC 
seperated 
from PANDA 
branch 
(FOPIRoot) 

Panda decided 
to join-> 
FairRoot: same 
Base package 
for different 
experiments 

R3B joined 
EIC (Electron 
Ion Collider 
BNL) 
EICRoot 

2011 2010 2006 2004 

FairRoot  

2012 

SOFIA 
(Studies On 
Fission with 
Aladin) 
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ENSAR-ROOT 
Collection of 
modules used by 
structural nuclear 
phsyics exp. 

2013 

A. Lyon / March 2013

What does a framework do?

3

Your 
physics 
code

More 
physics 
code

Your 
friend’s 
code

Dynamic 
library loading I/O handling Event Loop & 

paths

Run/Subrun/
Event stores Messaging Configuration

Provenance 
generation Metadata

Code you write Code you use from the
framework

Multi-threading 
Porting applications … 

!   Few changes needed in user code: 
1.  Change main() to use G4MTRunManager – one line 
2.  Create Sensitive Detector & Field in a new method 
3.  Adapt to per-event RNG seeding (potential change) 
4.  Check User ‘Action’ classes (Step, Track, Event) 

!   Choice - handling Output: per thread or accumulate ? 
!   Geant4 automatically performs reductions (accumulation) 

if  using scorers or G4Run derived classes 

!   Testing 
!   Check output of  runs – MT vs 1-thread vs Sequential 
 
See: https://twiki.cern.ch/twiki/bin/view/Geant4/Geant4MTForApplicationDevelopers 

CHEP 2013, Amsterdam - 17 October 2013 Geant4 - Towards major release 10 - G.Cosmo 7 

An excursion – Collaborative analyses with workspaces 

• Workspaces allow to share and modify very complex analyses 
with very little technical knowledge required 

• Example: Higgs coupling fits 

Wouter Verkerke, NIKHEF  

Full  
Higgs  
model 

Signal 
strength 

in 5 
channels 

Reparametrize 
in terms of 

fermion, boson 
scale factors  

Confidence 
intervals 
on Higgs 
fermion, 
boson 
couplings 
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