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/The NOvVA Experiment

Goals:

= Measure v, — v, oscillations:
= Measure 0,5
= Determine the mass hierarchy
= Constrain oqp
= Determine the 0,5 octant
= Measure v, disappearance.
= Precision measurement of |Am?,,|,
Sin220,,
= QOther physics:
= Near Detector neutrino cross-sections
Sterile neutrinos
Supernova search
Monopole search

Dark matter searches
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A long-baseline neutrino
oscillation experiment
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/The NOVA Detectors o

Far Detector:

Surface Detector

14 kton

60 x 15.6 X 15.6 m3

896 alternating X-Y planes
334 064 cells

“Totally Active” Calorimeter
3D - tracking

Liquid Scintillator filled PVC

Optimized for EM shower
reconstruction & muon tracking

Near Detector:

Identical to Far detector
Underground Detector
1:4 scale size

Optimized for NuMI cavern rates -
4x sampling rate electronics

Construction just began

kCHEP 2013 - Jaroslav Zalesak - The NOvA DAQ

e

e SAERE VLN
FarDet: Assembly status 70c¢t2013

14 kilotons = 28 NOvA Blocks

22 blocks of PYC modules are assembled and installed in place
17.8 blocks are filled with liquid scintillator

4.17 blocks are outfitted with electronics
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NOvA Sensor and Front End &7
Readout W 1 Event 3 ‘ Event
‘ Building ‘ Output
o A  Q

To 1 APD pixel

ASIC:
AP Module Amplification, shaping, multiplexing to ADC
""""""""" Front End Board (FEB)

typical

charged »* | |

particle - ! I Adr Gap
path s —

Connector

FPGA:
Digital signal processing

Avalanche Photo Diodes (APD):

= 32 channels

= 85% Quantum Efficiency

" Gain ~100

== Cooled to -15C for 2PE dark noise

Plane of vertical cells

Plane of horizontal cells
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Sampled waveform

" FEB Signal Processing ~

= Digital Sampling Oscilloscope
= Take (1000) contiguous samples

DCS threshold
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= Use to measure noise level and set appropriate
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ASIC Output Pulse Shaping (FarDet)
= 380 ns rise time, 7 us fall time

= Sample each channel every 500 ns

= Actual clock runs at 62.5 ns,

= Four 8:1 multiplexors

Near Detector

= 60ns rise time, 500ns fall time

= Sample each channel every 125 ns

= Same base clock, but 2:1 multiplexing

DCS Mode

= Dual Correlated Sampling

= Output data when V;-V,_, exceeds
configured threshold

= Data: pulse height = V-V, ,

timestamp=T,
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" Fast Timi >
Fast Timing
AR
Two pulses with identical DCS output Multi-point sampling
Pulseheight and Time = Apply DCS-threshold, but read out

multiple contiguous samples
ND readout (Rise=60ns / Fall=500ns / Digit interval = 125 ns) = \With Compression, can read out up

5 1.-:.t— to 12 samples with only 2 addition
E data words
8 08 = Apply matched filtering to improve
5 L timing resolution substantially
2 06— .
2 = Factor of 3 improvement
% 0.4 demonstrated in Data with 4 points
£ o2l
d r :
@ [ Benefits
oo , " = Reduce Near Detector Pile-up

WA ¥ i 1 & & 5 0 g-a 4 e
-200 -100 0 100 T;“ 300 400 S00 600 70 w FgrDet: track direction from
" timing
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/DAQ Requirements Tt
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J Record beam spills in a window of at least 30 us, with no

dead time
» Every 1.33 seconds

 Record ~100 times as many periodic cosmic spills with no
dead time

L Cosmic rays (200 kHz!) and noise add up to a hit rate of
about 52 MHz, or 620 MB/sec

» Process 620 MB/sec readout with no dead time

> Write out 1.4 MB/sec saved events.
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" NOVA DAQ Layout

DCM (Data Concentrator Module)

= Designed to aggregate the continuous
data stream 64 front end boards (2048
detector cells) into partially time sorted
data block

= Combines a large FPGA with a single
board computer to build 5ms

= Run custom embedded linux with
support for NOVA firmware

= 168 DCMs for the Far Detetor

= 620 MB/sec readout, ~4 MB/sec/DCM
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Timing Out
To next DCM N —
= = e i

a
Max 3.2MB/s

64 FEBs N
Per DCM

32 Chan APD
Per FEB

Mo[j ere(]

32 Detector Cell
Readout Fibers Per APD

‘INI‘4 e e
= ] " 1 Diblock: DAQ Cluster (Buffer Farm and
0 = 12 DCMs mounted on detector Sontrol Nodes) _ _
O = 6 per view = Ash River — Computing center in
0 = Each DCM reads out a 2- Detector building _
] module-wide slice = Fermilab — Lattice Computing

Center
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" NOvVA DAQ Architecture

10 gigabit
Ethernet switch

threshold to Buffer Nodes = Stores every hit above zero

seconds
= Collates data from DCMs
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Data Loqger —

Event Output

DCM Readout Buffer Farm — Event

= PowerPC-based custom Buffering and Building
computers = O(100) Commodity Linux nodes
= Read out 64 Front End = 16 cores, 2.66 GHz,

Boards each = 2 GB RAM/core

= Sends all hits over = < $1000 node

suppression threshold for more than 20

= Sends triggered data to Data Logger
14 Oct 2013 e

= | ike Buffer Nodes, with
» 22 Terabyte of RAID
array




Trigger Inputs

= Neutrino beam spills times
= Random/Periodic gates

= Data-driven triggers

Trigger Outputs

= (T,, To+AT) trigger
window

= Sent as software message
to Buffer Farm and Data
Logger

= No Hardware trigger in
NOvA!

" NOVA Trigger Architecture ~

10 gigabit
Ethernet switch

Data Logger

= Receives trigger as
cross-check on data from
Buffer Farm

Buffer Farm
= All Data touching trigger
window is sent to Data Logger
= Data-driven trigger:
*Desirable cosmic events
*Neutrinos

eSupernovae

sEXotic signatures
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Optical Link PrimartBackbone

S e

Master
Timing Unit

Seconda ckbone

mmmn-ﬁm-—m—ﬂnﬂve- -

Accelerator (x2),
auxiliary trigger
and external ref,
clock inputs

& DCMs Per Slave chain

GFS

Calibration
Locpback

Calibrabon

(n"uid!_l / Loopback

64 FEBs 64 FEBs 64 FEBs 64 FEBs 64 FEBs 64 FEBs

\ Per dcm Per dem Per dcm Per dcm Per decm Perdcm /

NOvVA Clock:
= 64 MHz clock represented in 56 bits (24+32), covers 36+ year span with 15.625 ns ticks

= All FEB/DCM/TDUs are synchronized via GPS clock
14 Oct 2013 @

CHEP 2013 - Jaroslav Zalesak - The NOvA DAQ




11520 FEBs
(368,4600 det. channels)

" DDT Design Overview

Shared Memory
DDT event stack

|| —

T VN

Data Driven Triggers System

‘\éu_ﬂ._f;; Trigger Trigger Trigger
Zero Suppressed Processor Processor e Processor
atl_ 2 MIP 5ms data
LAY blocks
(6-8MeV/cell)
(72}
£ S .
8 3 2 g @ o Event builder
= = 0
g 3 9 g 8 e Trigger Reception
£8 : g w 5 ¥
- — m w u— @ . .
= B ﬁ S "_- ® # Data Slice Pointer Table
0 v
O Data Time Window Search
© Data Output Data . /

200 Buffer Nodes
(3200+ Compute Cores)

Beam Spill Indicator
(Async from FNAL @ .5-.9Hz)

Calib. Pulser (50-91Hz)

Data Logger:

14 Oct 2013 @

Trigger Broadcast

Processor
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" Data Concentrator Module ~

T VN

“Kernel module”
Serves FPGA data to CPU as device driver 56-bit 64 MHz time marker
Roll over every 36+ years

64 FEBs / DCM

Timing markers
j sentnominally |
I every 50 ps I
| |

Hit data: Nanoslice (500 ns)
: : — DCM Application

Serial FEB-DCM link' limit: = DAQ system interface for control of DCM

-~ 15 hltS/FEB/SO MS and FEB Settings

21 20 o1 o s U = Monitors data quality

DFT|SEQ| Version |Pixel Adr| FEB Status | FEB ID |2[2|% = Produces “Microslices” — data between

consecutive time markers

Nanoslice Header = Builds Millislice for transfer to buffer node:
Timestamp counter collection of all Microslices within 5 ms

Pulse Height Reserved a




" Buffer Nodes / Data Logger st

Round-robin input

= All DCMs send to the same
Buffer Node for a give 5ms
period (sequence number)

= With 100 buffer nodes, this
means a buffer node is used
twice each second

MilliBlock

= 1st Millislice seen in a
sequence causes creation of new
Milliblock

= Complete when last DCM
with sequence number is seen

Trigger data search:

= Create a DataBlock for output to Datal.ogger
= Check all MilliBlocks in buffer

= Does MilliBlock time overlap with trigger
time? Check MicroBlocks:

= Copy all MicroBlocks touching Trigger
Window into DataBlock

KCHEP 2013 - Jaroslav Zalesak - The NOvA DAQ

Copy to shared
memory for

analysis by data-
driven trigger

Pointer written to
MillBlock pool fo
buffering

Event (“Data Atom” until complete)

= Receipt of Trigger or DataBlock with event no
= Header, Trigger Info, DataBlocks, Tail

= Complete when data received from Trigger
and all Buffer Nodes

= Note: The trigger, not the hit data, defines the
event. The same data can appear in multiple
events.

OQutput
= Send data to configurable set of streams

(files on disk) based on trigger 1D
14 Oct 2013 @




/ n n n n 7 W
Data Monitoring / Applications A
_ T VN
Data L Node: Event Dispatcher:
ata L-0ogger Node. — — servers data to
monitoring applications
e LI —
P G| @] @ [ goat: (550 7 10303 7 FEBas] [Plavm ¥ 7 Aodals 51 ¢ Ctarts = 4, 000wt
| a ¥ | ed by plane and cell (y-view) |
Online monitorigj:
histogram e -
producer/viewer il
Event Display:
I~ Halt Condtion. word, [0 =] I amy [-- =] vaiue: [oo wak: [arrrrer T | 7 :E;
I~ Ao sbmsh atmen ety [nemn = Farman | Gl Mamary | | B ::;_ :
Memory Viewer: o 3 =
= Displays raw data o
with highlighting to [mant - -
indicate data block type e - - =




/DAQ Control & Monitor Systems Y

Database

Configuration

DAQ

Subsystem

DAQ Health
Monitor

Run Control

Message
Passing System
DDS
(open spliced)

DAQ
Subsystem

Resource
Management

Application
Manager

Message
Logger
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Summary "

P SASRL VLN
a Far Detector commissioning is in progress and Near
detector construction has begun.

O NOvA Is achieving its DAQ design goals with a commodity
online buffer farm and commodity network.

a We have built the foundation for a unique free-running
DAQ system

0 We understand how to perform continuous readout and
buffering

0 We have solved the problem of correlation and
synchronization — see talk by Evan Niner

0 We are exploring the power and opportunities of Data
Driven Triggering — see poster by Zukail \Wang







" Resource Management P

[= FarDet Detector Resource Manager (on novadaq-far-master) =

Resource Manager

= Keeps track of which
resources are in use

= Resource ~ a DCM or other 2
node

Partition

= A totally independent DAQ
system

= One partition can be used for
taking physics data on an
established part of the detector,
while another is used for
checkout and commissioning




/

N

Run Control

=] FarDet Detector Run Control, Partition 0 {on novadag-far-master) - L Resource Selection Window {on novadaq-far-master)
[« v khewede  Gros Ackeoid |
o BueniDispatcher I
J EventDisplay J
o GlobalTrigger I
| MessageAnalyzsr I
!’ MessageFacilityServer I ‘
~ | MessageViewsr I
!’ ResourceManagers... J ‘
‘!’ RunControlServer I
RunControlSerer_P1 I
J SimulationManager J ‘
_ Spillserver I
~ & TDUManagsr I
!’ Triggerscalars I ‘
I Timing Chains I
+ |« db04s L | New | Allchanges Ok
+ ‘i dbo4t I o MNew o Allchanges Ok
ommissionin: - o db05s I _ New | Alichanges Ok
dem-2-05-07 I ) New
- dem-2-05-08 o | New
© dem-2.0509 New
- dem-2-05-11 B | MNew
dem-2-05-12 I ) New
I db05t I ) New ) Allchanges Ok
J db0&s J I New I Allchanges Ok =
v

= User selects resources for partition via Run Control
= Once applications are started, Run Control is used to execute
configuration steps, and start/stop run




Flle
DAQFocesses | §§ DDS Onemans | Aogue Prcasses

DGMARRlientian insinnoes Mnnagar Pocesssy

St Group Swp Ceoup Resin Group

File
Bulter Nudes

ationManager - Pa

DAQ Processes | ) DDS Daemons | Rogue Processes

DCMApplication Instances: Diblock03

Sinrt Cuniap Eop Grow|

Syule-Wide

e Resanip T T
Hey cakens 1o get

[ [Eer— 2 1

Application Manager:
= starts/stops/monitors

Start Group Stop Group

Buffer Nodes::Group02

Manager Processes:Managers

applications and Message
Service Daemons

Start Group Stop Group Restart Group

Start System

Start Group Stop Group Restart Group
System-Wide Control
Stop System Restart System

Key (mouse over colors to gst more details)

No Data

Not Running || Active
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Message Facility ad
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Message Facility — Log Messages: Message Analyzer:

= Used in offline ART framework = Configured to recognize patterns of errors,

= For Online, has Server destination using DDS  e.g., many DCMs complain about the same

backbone buffer node

= Message rate throttling is run-time-configurable = Integration to Automatic Error Recovery

actions

MessageFacility MsgViewer (on novadaq-far-msglogger.fnal.gov)

NOvA Message Analyzer Total parsed messages I:l

Total received m

System Status

. :I [02/23/2012 6:45:12 am] ERROR: dcm-3-03-01 is out of synchronization
o Al [02/23/2012 6:44:42 am] ERROR: dcm-3-03-01 is out of synchronization
o ETar [02/23/2012 6:44:12 am] ERROR: dcm-3-03-01 is out of synchronization

[02/23/2012 4:45:12 am] ERROR: dcm-3-03-03 is out of synchronization
[02/22/2012 4:26:59 ed
[02/22/2012 4:26:59 pm] SYSTEM: Loaded rule engine configuration

ResstALL

Categories

‘ErrorHandler/cxx/c les fcl

BNEVBMMMBIuck_j Node Status Rule Engine Indicator
BufferNod=EVE_c INFO / DemMonitorTimingHistary

Deb
ConfigurationMan: 19-Jun-2013 16:55:34 COT © = Rules Details @ Description (" Expression
LS dom-2-02-12 (192.168.137.24) lame Details Status Reset |+
DLRCC cppllog! demapplication (19394)

DataBlockReader, Eync : Check DCM sync ALARM

DCM data corrupt (empty millislices)

dem-2-02-12 /dem-2-02-12 / MF-online
DemCantrol _'d Timing Commands in History Buffer: DCM Write on Partition 0:
»

[ Search L
l— 2
4 | Addr 0x04{d Data Oxabcd received at El negative time jump in dem
BI9999581 7020764/Dx001BdeT585 1a4d50 Search / Next 4 farm node connection failure /J
4 [
Hosts INFO / DemMonitorTimingHistory — J ‘
dem 20101 { | 19-0un-2013 18:55:33 COT
dem-2-01-02 j dom-2-01-06 (192.188.137.6) Base conditions Details & Description  ( RegExpr
dom-2-01-03 demapplioation (28129) Name | From Details | count|
dem-2-01-04 dem-2-01-06 / dem-2-01-06 / MF-onling _ Pre-filterin " e
et Timing Commands in History Buffer: DCM Write on Partition 0: 9 |Lcl dem-. DCM data corrupt {empty millisics) 0
dem-2-01-08 Addr 0x04id Data Oxabed received at 2(c2 dem-* negative time jump in dem 0
dem-2-01-07 699999581 7020764/0x0018de7588 1a4d5e 3c3 dem-* dcm lost connection with farm nodes 0
Suppression 1
o - 4 (dcm ti... dcm-#* Capture DCM timing ping messages 25013

dem-2-01-08 v| INFO / DembanitorTimingHistary
»

]
o
IET [
Clear Selection dem-2-02-07 (192.168.137.19) liﬂ
dcmapplication (26270)
Applications dem-2-02-07 / dem-2-02-07 / MF-online Throtting o
Comigu,ﬁmnMﬁmﬂ Timing Commands in History Buffer: DCM Write on Partition O:

19-Jun-2013 16:65:34 COT

DataLogger Addr 0x04id Data Oxabed received at
NGETMaster B99999581 7020764/ 0x0018de75881add5¢c
NovaGlobalTrigge
TDU Caontrol

INFO/ DemMonitorTimingHistory
19-Jun-2013 16:56:34 COT
BnevBoo) dem-2-02-05 (192.168.137.17) Speedy Mode Click open to select an archived log file
bnevb002 .

demapplication (21753)

B 1 | dem-2-02-05 / dem-2-02-05 / MF-onling
»

on
_‘l_l Timing Commands in History Buffer: DCM Write on Partition O:
1 70207640001 Acle 75BR1 2405 =

Message Log Analyzer




" NOvA DAQ Monitoring 7y

Fa “ASRL VLN

wa ve
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= Widely-used open-source cluster

Avg: 19,83k Max: 20,00k Avg: 64,80  Max: 77.42

PR e

monitoring package e T el
= Daemon on each host sends to central server - =
= \Web-based display of plots of Metrics vs. time ,.ivwiie ™ o i "o 55 | geeoniaio™  am o a2

240
o
200
180

Bytes
Hz
I—.

"n_

for “Grid’,, “CIUSter,” and nOdeS — +PL::U;;1112 size P1 —— "::::::‘I::Icr:sltcl:’nfte PL
= Default metrics: CPU use, free memory, etc. . =i s
- - P ———
= Extensible to custom metrics

Nova DAQ Monitor
= System for generating warnings and alarms when metrics vary outside configured limits
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