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After the strategic decision in 2011 to separate tier-0 activity from analysis, CERN-IT developed EOS as a new
petascale disk-only solution to address the fast-growing needs for high-performance low-latency data access.
EOS currently holds around 22PB usable space for the four big experiment (ALICE, ATLAS, CMS, LHCb), and
we expect to grow to >30PB this year. EOS is one of the first production services to be running in CERN’s
new facility located in Budapest: we foresee to have about a third of total EOS storage capacity in the new
facility in 2013, making it the largest storage service in the new CERN computer centre.

We report on the initial experience running EOS as a distributed service (via the new CERN IT Agile Infras-
tructure tools and a new “remote-hands” contract) in a production environment, as well as on the particular
challenges and solutions. Among these solutions we are investigating the stochastic geo-location of data repli-
cas and countermeasures against “split-brain” scenarios for the new high-availability namespace. In addition
we are considering optimized clients and draining procedures to avoid link overloads across the two CERN
sites as well as maximising data-access and operations efficiency.
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