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ThelLegnarePadovarlier2 is a computingfacility servingin particularthe ALICEnd CMSLHCexperiments Its unique characteristias its topology. the computational
resourcesare spreadin two different sites,about 15 km apart the INFNLegnaroNational Laboratoriesand the INFNPadovaunit. Neverthelesgsheseresourcesare
seamlesslyntegratedand are exposedasa singlecomputingfacility.
Thehistory of LegharePadovaTier2 goesbackto 2001, when it started as a collaborationbetween INFNLegnaroNational Laboratoryand INFNPadovato setup a
prototype computingfarm, locatedin Legnarofor CMSMonteCarloproductions Sincethen the two siteshavealwaysbeeninvolvedin severalGridrelated activities
andin other computingactivitiesof the LHCexperiments,n particularALICEEnd CMS In 2008a tighter integration of the two INFNunits hasbeenachievedexploiting
a dedicatedfiber link connectingthe two sites,implementingtherefore a distributed Tier2: the servicesand resourcessincethen all locatedin Legnarohave been

deployedin both sites
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TheTier2 resourcesandservicesare distributed betweenthe two sitesasrepresentedin the imageabove Thedeploymentis not symmetricbecausehe storageandthe other critical services

are all concentratedin one site only (Legnaro)n order to avoid exposingthem to t
Nodeswhich are splitted about equallybetweenthe sitesand configuredasa sing
throughasmanyas6 CreamCEgrovidinga highlevel of scalabilityand reliability. T

ne downtimesof two sitesfor maintenanceand failures Thebulk of serversis composedof 190 Worker
eclustermanagedby LSHoatch system Thesecomputingresourcesare accessiblaisinga Grid interface
nestoragefor the two mainVOsIs not sharedbut eachone hasits own dedicatedstoragesystem dCache

for CMSwith 1.1 PBon 16 disk serversand native xrootd for ALICEwvith 390 TBon 7 servers Alongwith the storagethere are the servicesprovidingremote data accesghrough different
protocols(srm, gridftp doors and xrootd redirector) and the CMSdatasettransfer agents(Phedex) One of the critical aspectsin setting up the distributed Tierr2 wasthe networking In its
current configurationall the nodesin both sitesare in the sameclassB private network and VLANwhich are propagatedacrossthe dedicatedlink. All the outbound traffic goesthrough the
Legnaraouter whichis connectedat 2x10Gb/sto LHCONEand GARRX networks

Site administration tools and solutions adopted

Docet

Docetisthe maintool usedfor the loggingand synchronizatiorof activitiesamong
the peopleworking on the Tier2 administration It was designedand developed
by Alberto Crescente,a member of the LegnarePadovaTier2 staff and is the
result of the strong know-how collectedafter many yearsof experiencein large
farm managemenby Alberto and his colleaguesilt helpsin trackingthe activities,
collectingall information about the devices(servers,storage,switches,etc.) and
their location in the computing room, in gatheringdocumentations,notes and
"tips & tricks" coveringdifferent aspectsthat can help everyoneinvolvedin the
centeroperationsto maintainthe history of devicefailuresand soon. Aninstance
of Docetis currentlybeingdeployed at the italian Tier1 (CNAMBologna)oo.

Screenshots of Docet

Monitoring tools

The core of the Tier2 monitoring is basedon three well known tools, all with

customizedscriptsand configurations

A Gangliais the main sourceprovidingthe statusand performanceof the Tier2
hardwareresourceswhichare dividedin two groupswith different frequencies
of metric collection high (=30 sec) for the storageserversandall servicesand
lower (=5 min.) for lesscritical machinedike the workernodes

A Nagios collectsall the site health information not only of internal resources
but alsofrom externalviews(SAMtests, CMSand ALICEpecificmonitors, etc.)

A Cactiis usedto monitor all the network switchesand appliances

In additionto the monitoringthere are severalscriptsand cron jobs developedto

take correctiveactionsfor the more commonissues,for exampleautomatically

killing memory consuming jobs when a server starts swapping or closing

problematicWNs(e.g. low diskspace pblackhole nodes)

Cacti graph of dCache transfers

Screenshot of Ganglia with the two groups for WNs and services Cacti graph of aggregated diglools traffic

CMS Ul Cluster

In Padovaa specialclusterof Userinterfaceshasbeensetupin order to provide
an efficient systemfor the analisysactivitiesof the local CMScommunity It is
currently composedby 13 serverswhich all mount a sharedstorageorganized
In  home directories, a large working area and some scratch space This Ul
storage is a mix of old and new disk systems,all aggregatedin a Lustre
distributedfile-system for atotal of about30TRB

From these Uls the physicistshave direct read accessto the whole CMST2
storagethroughthe native dcacheprotocol sofrom the samemachinethey can
run directly and very efficiently the smalleranalisystasksor submitthe larger
onesto the Grid

Examples of aggregated traffic between Uls and T2 storage

Custom monitoring tools

In addition to the standardtools commonlyusedfor farm monitoring, a couple

havebeenlocallydevelopedio meet specificneeds

A Coolingand Power Infrastructure Monitor : a customapplicationto monitor
chillers, rack coolers, power distribution lines and UPS Composedby a
backendservercollecting the data via OPCprotocol and a LabViewfrontend
for graphicpresentationandalert notifications

A LSFMonitor: a new software currently being developedby A. Crescente
(author of Docet)to replacean old unmaintainedtool usedsofar (LSFMon)it
collectsfrom the LSHatch systemall availabledata for all jobs (eventhe past
ones),storesthem in a PostgredDB and offers a web graphical interface for
generatingall kind of graphs yviewsandjob-centeredinformation.
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Screenshot of custom infrastructure monitor

Screenshot of LSF monitoring tool

Virtualization Infrastructure

Theever growingrequirement of dedicatedserversfor running specificservices
has motivated the adoption of a virtualizationsolution allowinga more efficient

use of the hardwareresources A first setupin 2009was basedon a number of

independentESXv4 VMWarevirtualizationservers,which accomplishedts task
for about two yearsevenwith the limitations of the & T N¥Mivére version In

2011, after a new evaluationof the availabletools, it wasdecidedto migrateto a

ProxMox 2.x environment composedby three powerful serverswith a shared
SAS/FGtoragebackend Thisnew setup offers more advancedfeatureslike live

migrationof VMsandan easiermaintenanceof the virtualizationinfrastructure

Screenshot of Proxmox graphical interface

Site performance and results

Despitethe intrinsiccomplexityof its distributed architecture,the LegnarePadova
Tier2 provedto be very reliable it hasalwaysbeen amongthe top sitesin the
availability ranking measured by CMS and ALICEand in the official WLCG
a! @I A fakd RelidbilityineS LI2teIsite averagedor the last two yearswere
respectively99.7%and 99.2%

The site contribution to the computingactivitiesof the two VOsis usuallylarger
than their quota of resourceshanksto the dynamicsharingof WNswhich allows
the exploitationof extraslotswheneverthey are left unusedby the other VO(this
wasespeciallytrue for ALICHn the lastyear,ascanbe seenin the plots below).

Done jobs statistics

Jobs done in the last year in the four italian ALICE T2

Jobs done in the last year in the four italian CMS T2s (from ALICE Monalisa monitor)

(from CMS dashboard)




