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Track3 why A? 

§  The “Distributed Computing” track had 
double amount (142 accepted) of  
submissions to the next “busiest” track. 
Therefore we split 
§  Track 3A “Infrastructure, Sites and 

Virtualization”  
§  Track 3B “Experiment Data Processing, 

Data Handling and Computing Models” 

§  4 (actually 3) conveners for both  
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US government shutdown 

§  Mostly in 3B many remote presentations, 
b/c of  government shutdown L 
§  Several other presentations had to change 

speaker 
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Vidyo was very quick to setup 



Track 3A Statistics 

§  As for other parallel tracks it contained 
8 sessions with 28 talks 
§ Opportunistic Computing 

§ Grid & Cloud 
§  (Common) Tools 

§  Sessions were very well attended  
§  For some talks there was too little time for 

questions / discussion  
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Trends? 

§  Idea to look for “keywords” in the last 
couple of  CHEP “book of  abstracts”  
(since Interlaken 2004) 
§  Plots show how  

many abstracts  
contain a given 
 “<keyword>” 
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OPPORTUNISTIC COMPUTING 

18	
  October	
  2013	
  CHEP	
  ‘13	
  -­‐	
  Track	
  3A	
  Summary	
  -­‐	
  SR	
  	
   6	
  



Opportunistic  
Computing  
large scale 

September 
25th 2013 

Frank Wurthwein - 
ISC Big Data 

10 

Items in red were deployed/modified to incorporate Gordon 

Minor mod of  
PhEDEx config file 

Deploy Squid 
Export CMSSW 

& WN client 
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Ex1: Needed to process “parked 
data” with extra resources @ SDSC  
Ex2: Integration of Altamira 
supercomputer for peak loads 

Opportunistic Computing @ SDSC (Ian Fisk) 

Exploitation of a top500 computer for CMS  
(Iban Jose Cabrillo) 

Poster	
  #226	
  on	
  BOSCO	
  (used	
  	
  to	
  interface	
  to	
  
HPC	
  cluster)	
  
Poster:	
  Leveraging	
  HPC	
  resources	
  for	
  High	
  
Energy	
  Physics	
  

Ca�e�ne B	carat and Bruno Bz�nik

Synergy between Synergy between 

the CIMENT tier-2 HPC centre in Grenoble (France) the CIMENT tier-2 HPC centre in Grenoble (France) 

and the HEP community at LPSC and the HEP community at LPSC 

 Federation of 12 HPC clusters localised in the Grenoble area
  5700 cores, 89.3 T.op/s, 19 TB memory, 760 TB disk space
 Partners: Grenoble universities and ~30 research lab (CNRS, INRIA, CEA)

Chemistry, Earth Science, Environment, Climate, Health, Biology, Modelling
 200 active users
 T2 HPC centre includes testing phases for further T1 usage

Indirect search for the Higgs boson
By the precise measurement of the W boson mass

Leading role of the LPSC physicists

The CIMENT-LPSC collaboration is productive.

The CIMENT grid CIGRI has been consolidated by the iRODS storage grid.

 CIGRI is a performant tool for scienti<c research, such as HEP, and high pro<le subjects. 

 Sharing expertise and resources between <elds is an asset for enabling timely results. 
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Grid build on the HPC clusters

European Centers

National  Centers

Regional /University Centers

> 1 Pflop/s

European
HPC Pyramid

< 1 Pflop/s

      The CIMENT HPC centre (since 1998) 

A brand new cluster
54 T.op/s shared
+18 T.op/s this month
(> 3000 cores)
+GPU and Xeon Phi

The WLCG site at LPSC (since 2008)

 Opportunistic usage
 Automatic resubmission
 Ideal for short tasks, low parallelism 

 520 TB distributed storage (iRODS)
 Some resources located at LPSC
 Well suited for heterogeneous

      technologies

Started in 2010 with the installation of iRODS storage on the CIMENT GridStarted in 2010 with the installation of iRODS storage on the CIMENT Grid
New synergy between two different communities for the enhancement of resource usageNew synergy between two different communities for the enhancement of resource usage

      Collaboration CIMENT-LPSC

- multi-disciplinary communities
- expertise in HPC and GPU

- one single user community
- expertise in large dataset management

DEFAULT{
  name = dezero_pmcs_test ;
  paramFile = params_dzero.txt ;
} 
foehn.ujf-grenoble.fr{
  prologue = /applis/ciment/x86_64/bin/iget -rf DZERO_SOURCE/pmcs.tar % /applis/ciment/x86_64/bin/iget -rf DZERO_SOURCE/extras.tar % ...
  execFile = /home/ciment/biscarat/DZERO_RUN/dzero.bash ;
  walltime = 00:40:00 ;
  resources = /nodes=1/core=1 ;
  execDir = /home/ciment/biscarat/DZERO_RUN ;
}

resbos_w_ct6.1m_240_100000_884452.root parameters.rc_default_SETadj 100000000 1 6012971
resbos_w_ct6.1m_240_100000_885482.root parameters.rc_default_SETadj 100000000 1 6022971
resbos_w_ct6.1m_240_100000_854502.root parameters.rc_default_SETadj 100000000 1 6032971
resbos_w_ct6.1m_240_100000_866482.root parameters.rc_default_SETadj 100000000 1 6042971
resbos_w_ct6.1m_240_100000_866492.root parameters.rc_default_SETadj 100000000 1 6052971
//
resbos_w_ct6.1m_240_100000_865452.root parameters.rc_default_SETadj 100000000 1 7192971
resbos_w_ct6.1m_240_100000_876502.root parameters.rc_default_SETadj 100000000 1 7202971

JDL FILE

PARAMETER FILE

Nevents
PMCS 1: CAB
PMCS 2: Ciment (foehn)
N1 / N2 = 1.01 +/- 0.07

 Multi parametrised detector simulation
 High number of short tasks

 Development
 Porting standard HEP tools collection
 Porting D0 application and validate

 High availability of CIGRI

Results 
Good SM-data agreement

    observed at high mass
 The high statistics computed

    on CIGRI improves the process
    modelling
 

         Coming 8 TeV paper
         all cross-sections computed on CIGRI

Results
Most precise single W mass measurement

Calculations on CIGRI included 
Complements the LHC searches
 Highly competitive for the next decade

 Production cross-section calculations
 Including systematic uncertainties
 High statistic needed

 Exclusion limit calculations
 Hundreds short tasks at a time
 Repeated many times
 High turn-over needed

< 100 Tflop/s

      First HEP use case for CIGRI CIGRI as an analysis farm

Easy-to-use middleware

Search for extra dimensions in di-photon events
Leading role of the LPSC physicists

Conclusion

Last week running jobs

European
HPC Pyramid

European
HPC Pyramid

ATLAS

ALICE

Analysis elaboration
 Usage spikes meet the LPSC-T2 capacity
 For 6 months: 196 cores/day on average

CIMENT usage

 LPSC (IN2P3): subatomic physics and cosmology
 D0, ATLAS, ALICE, Lattice QCD, ...

 > 800 cores, 700 TB storage (DPM, xROOTd)
  WLCG-T2 since 2011 (ALICE and ATLAS)

 Aim at keeping the production site busy
 Long latency to get analysis tasks running

 Insuf<cient CPU to absorb peak in analysis tasks
    ahead of main physics conferences



Usage of HLT farms 
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June and July 

15/10/2013 d.colling@imperial.ac.uk 17 

•  used as a production resource 

Re-digi MC samples 

2011 Re-reco 

Two workflows  that were run ~6000 Jobs running 
If only 1000 
finishing/hour CMS usage of HLT farm, setup  
openstack to allow disentangle  
HTL/offline. Used in production  
during June/July 

Usage of the CMS HLT Farm as  
Cloud Resource (David Colling) 



Opportunistic computing small scale   
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Related Work: Volunteer Computing 

CHEP 2013 – Mario Ubeda Garcia 22 

 
� Thanks B.Cabarrou for your CPU Cycles ! 
� If you want to play: 

¾ http://lhcbathome.web.cern.ch/Beauty 
¾ lhcb-boinc@cern.ch 

 
¾ Different contributions 

¾ BOINC sites: 
� Building 2 @ CERN, 
� University Student Labs @ summer. 

¾ Single users. 
� There are power users ! 

 

'R�\RX�OHDYH�\RXU�GHVNWRS�21�GXULQJ�WKH�QLJKW�" 
            NQRZ�KRZ�PDQ\�GHVNWRSV�DUH�WKHUH�DW�&(51�" 
                                                    DW�WKH�FROODERUDWLRQ·V�XQLYHUVLWLHV�" 
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Integration of cloud 
resources (Mario Ubeda). 
LHCb use of BOINC is ready 
in production and used on 
“corridor PCs” and laptops 



GRID & CLOUD 
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VO Interaction with IaaS Infrastructures 
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Deployment 

14.10.2013 Commissioning the CERN IT Agile Infrastructure with experiment 
workloads 

7 

Performance testing: ATLAS, Grizzly 

Site Wallclock (s) CPU 
efficiency(%) 

Failure rate 
(%) 

OPENSTACK_CLOUD 1,827 82.3 13.7 

BNL_CLOUD 1,960 69.9 - 

IAAS 1,417 67.5 - 

CERN-PROD 1,499 82.3 - 

BNL_CVMFS_1 1,611 72.6 - 

14.10.2013 Commissioning the CERN IT Agile Infrastructure with experiment 
workloads 

12 

 Tested Late 2013 
 Good improvement in performance 

 And predictability 

CERN AI infrastructure, currently 15k 
cores, scale up to 300k by 2015 
 
Tested with total of 690k ATLAS and 
337k CMS jobs (on 770/200 cores) 
with relatively short jobs 
 

Job success rate and efficiency 

comparable to bare metal batch 

systems 
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UC-0: Cloud Sites 

� No big numbers. In contrast, very solid infrastructure. 
� Running on 3URGXFWLRQ�at: 

¾ CERN ( OpenStack ): 
� CLOUD.CERN.ch, 
� CLOUD.CERNMP.ch. 

¾ PIC ( OpenNebula ): 
� CLOUD.PIC.es. 

¾ RAL ( StratusLab ): 
� VERY SOON ! 

� Jobs we run: 
¾ MC, 
¾ Data processing. 

CHEP 2013 – Mario Ubeda Garcia 7 

Cloud Site Count RAM * Disk * VCPUs 

CLOUD.CERN.ch 26 4 40 2 

CLOUD.CERNMP.ch 4 8 80 4 

CLOUD.PIC.es 75 2 10 1 

�7RWDO 105 286 2.11K 143 
* ( GB ) 

LHCb also tested 

successfully (CERN+PIC) 

(Ramon Medrano Llamas) 



VOs Interfacing to  
Cloud Resources 

18	
  October	
  2013	
  CHEP	
  ‘13	
  -­‐	
  Track	
  3A	
  Summary	
  -­‐	
  SR	
  	
   12	
  

CHEP 2013 Cloud Bursting with glideinWMS 13

glideinWMS internals
in a very simplified picture

Grid/Cloud

HTCondor
Scheduler 1

HTCondor Startd

glideinWMS startup

HTCondor Startd

glideinWMS startup

Glidein Factory

HTCondor-G

User job

User job

HTCondor
Scheduler 2

VO Frontend 1

Here serving 2 VOs with a single GF

For more details, see: http://www.slideshare.net/igor_sfiligoi/glideinwms-training-jan-2012-glideinwms-architecture

VO Frontend 2

Cloud Bursting with glideinWMS 
(Igor Sfiligoi), enabling 
HTCondor/glideinWMS to 
interface to grid resources  

1V. Fernandez-Albor, 1M. Seco-Miguelez, 1T. Fernandez-Pena, 
2R. Graciani-Diaz, 3V. Mendez-Muñoz, 1J. Saborido-Silva
1
Universidade de Santiago de Compostela (USC), A Coruña, Spain

2
University of Barcelona (UB), Barcelona, Spain

3
Port d’Informació Científica (PIC), Universitat Autònoma de Barcelona, Spain

Cloud flexibility using 
DIRAC Interware

Simulations of Multi-VO were executed in different 
Platforms:

- Fedora 12 - Centos 5.5 - Ubuntu 9.04 

The test infrastructure was using KVM hypervisor with 4 
nodes 

(IntelXeon X5355 @ 2.66GHz, 16 GB RAM)

(1) DIRAC admin is in charge of adding the Cloud 
    settings in the DIRAC CS, taking care of the different

preconfigured images of the Cloud manager. 

(2) Job submission, with the 3 ways to submit the job.

(3) Cloud information is obtained from the DIRAC CS
according to the user credentials. 

(4) The VM Scheduler component sends the specific
EndPoint command to the CloudStack Server API.

(5)The Cloud Manager submits the specific image,
which in this case correspond to Ubuntu, Centos and
Fedora.

(6) VM Scheduler that is running in the DIRAC get a
started message Notification (“Up status”) from the
Virtual Machine. 

(7) CernVM-FS client connects to the USC CernVM-FS
repository, which is hosted in USC TIER-2 and
provides the software.

VMDIRAC Multi-PlatformVMDIRAC Multi-Platform

The DIRAC Admin have to upload the images 
to the Cloud Manager using the corresponding 
Cloud Driver, and set Cloud specific values on 
the DIRAC Configuration.

The VM Scheduler starts a full VM with 
DIRAC pre-installed and configured to 
execute the Job Agent, together with a VM 
Monitor Agent.

 

VMDIRAC can interacts with generic Cloud 
Managers to virtual machine submission. The 
Cloud Managers can be CloudStack, 
OpenStack, Amazon EC2 or OpenNebula. 

VMDIRAC was designed with a Multi-Endpoint 
concept. DIRAC provides flexibility with the 
support of Grid, BOINC, Clusters and Clouds.

Testbed structureTestbed structure

ResultsResults

- 500 short jobs, with a 
time execution of 20 
minutes

- 50 long jobs, of around 8 
hours of execution time. 

- Each user has been 
configured in a specific 
VO, and each VO has 
been assigned to a unique 
Platform. 

- CernVM-FS was tested 
successfully in Centos, 
Ubuntu and Fedora.



VAC model 
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Jobs in the Vacuum -   Andrew.McNab@cern.ch   -   CHEP2013, Amsterdam 3

The Grid

“Push becomes pull”

CREAM-CE &
batch queues

Matcher &
Task Queue

Director
(pilot factory)

WMS
Broker

R
e
q
u
e
s
ts

fo
r re

a
l jo

b
s

Central
agents &
services

Pilot job. Runs
JobAgent to

fetch from TQ

Pilot
jobs

User and 
production

jobs

Grid
Site

Originally a push 
model using 

brokers, but VOs 
switched to a pull 

model by using pilot 
jobs and central task 

queue.

(These diagrams 
use LHCb 

terminology but 
other experiments 

have equivalent 
components.)

Jobs in the Vacuum -   Andrew.McNab@cern.ch   -   CHEP2013, Amsterdam 5

“The Vacuum”

Matcher &
Task Queue

R
e
q
u
e
s
ts

fo
r re

a
l jo

b
s

Central
agents &
services

VM. Runs
JobAgent to

fetch from TQ

User and 
production

jobs

Vacuum
site

Instead of being 
created by VOs, 
the Virtual 
Machines appear 
spontaneously 
“out of the 
vacuum” at sites. 

Hypervisors/hosts 
can run VMs for 

particular VOs
depending on 
work available 

and target shares 
for each VO.

As with the other models, the 
JobAgent runs and requests real 
jobs from the Matcher and normal 
Task Queue.

Infrastructure-as-a-Client
(IaaC)

Running jobs in the Vacuum (Andrew McNab)	
  

Move from “classic” grid model to a distributed management 
of VMs.  	
  

VMs communicate via UDP to each 
other. Managing up/down scaling, 
shares, etc.  
 
Running 3k jobs across 3 UK sites 
with this model, now scaling up 	
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Concept: deploy a ~ 12MB boot 
loader image with CVMFS client and 
load the remaining operating system 
later via CVMFS.  
 µCernVM Life Cycle

2. Prepare
Repositories

3. Build 4. Test

1. Plan

6. Instantiate

9. Terminate 8. Monitor

7. Contextualize

5. Endorse

10. Feedback

Development
Cycle

Deployment
Cycle

User InfrastructureCernVM Infrastructure

11. Retire

Figure 1: Visual representation of the two sub-cycles that form the Virtual Machine Lifecycle.

2. The Virtual Machine Lifecycle
A virtual machine passes through various different stages throughout it’s life. These stages are
just a logical separation of the fundamental procedures that are common for the maintenance of
every virtual machine (VM). They are usually independent and are associated with a specific set
of tools. For instance, the life of the VM begins when the specifications of the build process are
prepared and stored in a reference database, and it is terminated after it has completed the job it
was instantiated for. In order to find an optimal solution it is important to identify those stages,
the tools associated with them and their dependencies. This way the appropriate tools can be
grouped with the stages and form a stand-alone and independently-maintained component.

In the CernVM Project we pass through all stages of the every time we release a new version.
In our case, after a VM instance completes it’s cycle, user feedback is processed and a new
development cycle begins. Because of this cycling pattern, we decided to use the term lifecycle to
refer to the life of CernVM. This lifecycle can be split into two logical sub-cycles: the development
cycle and the deployment cycle (Figure 1).

The development cycle begins with the definition of the specifications and finishes with the
production of the distributable VM media. This cycle is performed entirely inside the CernVM
infrastructure.

The deployment cycle begins with the instantiation of the released image and finishes with the
termination of the instance. This cycle is performed outside the CernVM infrastructure, such as
a public or private cloud infrastructure (e.g. Amazon or OpenNebula ) or an individual computer
(e.g. desktop hypervisors or a small computer farm). In all these cases, the OS needs to contact
the CernVM infrastructure in order to obtain contextualization information and software packages
from our repository.

The two cycles are connected via two intermediate stages: The release of the produced image
to the public and the feedback that is collected from the users and triggers a new development
cycle. The two stages are in the borders that split the private infrastructure and the public.

As was mentioned before, each stage is independent and is typically supported by a number of
specialized tools.

Plan: This is a stage on which the desired functionality of the VM is planned. The resulting

Avoids: Image Building Solves: Image Distribution

12 / 16

Shall shorten the testing / deployment 
cycle of newly prepared VMs 
 
Also uses now rpm (was conary) 
 

(Jakob Blomer) 
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/ 308

Dashboard

Paired VMs

Publish to 
marketplace

Deploy VM
locally

CernVM Online / Cloud Gateway: interface for contextualization and deployment

CernVM Online, a place 
to store and share 
contexts and deploy 
local virtual machines 
 

/ 3024

Defining a cluster Service definition

Context selection
Cluster services

CernVM Online / Cloud Gateway: interface for contextualization and deployment

CernVM Cloud, define a 
virtual cluster and deploy it 
on infrastructures 
 

(Georgios Lestaris) 
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Overall component interaction overview










































































Dag Toppe Larsen Virtualised data production infrastructure for NA61/SHINE based on CernVM 16

 NA61 / shine have created a 
production system for cloud 
interaction which ineegrates the 
CernVM Online/Cloud services. 

Dario.Berzano@cern.ch - PROOF as a Service on the Cloud - http://chep2013.org/contrib/308

PROOF dynamic workers

8

User requests N workers

Minimal latency and optimal resources usage
See ATLAS use case here: http://chep2013.org/contrib/256

A bunch of workers is started

Other workers will gradually become available

Old Workflow

Wait until “some” workers
are ready

Run the full analysis on
such workers only

They will be available
at next run only

Wait until at least one worker 
becomes available

Run the analysis

Additional workers join
the processing

New Workflow

 Proof on GCE, new feature as 
workers become available will join the 
processing immediately. Scaling up/
down of HTCondor with “elastiq” 

(Dario Berzano) 

(Dag Larson) 
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Our philosophy

KEEP IT SIMPLE

• manageability and 
flexibility over 
performance

• don’t use too many 
tools

• simple images + 
contextualization 
(shell-script+puppet)

6

STAY MAINSTREAM

• use stable and widely-
used tools:

• OpenNebula    
cloud controller

• GlusterFS            
distrib. filesystem

• OpenWRT             
for network 
management

BE USER-ORIENTED

• agile development 
cycle

• provide resources 
asap

• add functionalities 
when needed

Virtualizing & local site infrastructures 
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ARC Centre of Excellence for
Particle Physics at the Terascale

CoEPP

From One Node ... to Eight  
From 4,000 Cores ... to 30,000 in 2013-2014 

 
 
 

Monash'K%
2304%cores%

2013%

5 

Melbourne%–%
Online,%4000%
cores%2012%

iVEC%K%2013%

QCIF%–%512%
cores%2013%

1%PB%

ANU%K%2013%

Intersect%K%
2013%%

4%PB%(Dec)%

TPAC%K%2013%

eRSA%–%2013%
2000%cores%
2%PB%(Dec)%

*Under%contract%negoHaHon%

Antonio Limosani, CoEPP – CHEP 2013 

Nectar: Federated openstack cloud 
infrastructure for Australian Tier2 + 
Tier3 facilities, ramping up to 30k 
cores 

(Lucian Boland) 

Private Cloud infrastructure at INFN/
Torino (Sara Vallero), little team 
relying on standard tools  

Friederike Nowak  |  CHEP 2013  |  October 14  |  Page 16

NAF 2 Changes (User View)

 WGS

NAF 
Batch

Grid Cluster

NAF Grid

Parallel 
Cluster 

FS

Grid 
Storage

I
n
t
e
r
c
o
n
n
e
c
t

NAF 2 @ DESY 

gsissh

qsub

grid submit

AFS,

scp

kerberos

Grid-ftp,

SRM

> Infrastructure within 
DESY

> Login via ssh

> Remote desktop

> DESY batch farm

> DESY afs cell

> Concentration on one 
site

> New website for 
account request

ssh

Standard DESY cellRemote Desktop

D
E
S
Y

DESY

Dedicated
 Space

AFS

New website for account request

Friederike Nowak 



Batch system 
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Performance test: results (1) 

1

10

100

1000

10000

100000
Job Trend

Queued jobs 
Submitted jobs per minute 

Ended jobs per minute 

Lo
ga

ri
th

m
 sc

al
e 

Testing SLURM @ INFN-Bari 
(Giacinto Donvito), overcome current 
limitations  with queuing jobs and 
memory footprint of services in torque. 



TOOLS 
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Software Distribution 
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Oasis: adding security on top of 
CVMFS and allow multiple VO hosting 
 

20	
  

2000	
  Concurrent	
  
CVMFS	
  based	
  jobs	
  	
  
Running	
  on	
  Fermigrid	
  

Fermilab deployment of CVMFS for both site and OSG 
 

Oasis: sw distribution for OSG  
(Jose Caballero Bejar) 

Using CVMFS at FNAL (Andrew Norman) 

Poster	
  #392	
  -­‐	
  CernVM-­‐FS	
  -­‐	
  Beyond	
  LHC	
  CompuVng	
  



Common Tools 
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Advantages for the LHC VOs 

 Unique source of information 
 All VO configuration databases interact 

with the GSR in the same way 
 Reuse of existing solutions is possible in 

an easy way 

 Full control of the information 
 Enforcing consistent information between 

registered and actual resources 
 Hiding bugs of the underlying components 

 E.g. Middleware provider bugs in the BDII 
 Ensuring quality by fixing the published 

information when it is wrong 
 

CHEP - Amsterdam, October 2013 11 

GSR 

VO configuration database 

O
SG

 O
IM

 

In
fo

 p
ro

vi
de

rs
 

 E
GI

 G
O

CD
B 

In
fo

 p
lu

gi
ns

 

BD
II 

WLCG Information System 

WLCG Resources 

Aggregation of multiple 
“configuration” 
information sources 
through a single 
interface + validation 
and testing of content 
provided  

WLCG Global Service Registry  
(Alessandro Di Girolamo)  



Specific Tools  
(but could be common) 
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SAAB actions with SAM results input

• Every 15 minutes SAAB

• processes, for every DDM EPs, the SAM results within the last 90 minutes

• retrieves information about the already blacklisted DDM EPs

• Blacklisting/whitelisting actions follow via sending instructions to appropriate system in DDM (DQ2):

• RED-flagged DDM EPs are set off for 90 minutes, regardless of their current status

• If no other change happens, DDM EPs stay off until the 90 minutes expire

• SAM tests keep being executed anyway

• GREEN-flagged DDM EPs currently off are set on.

• No action taken in any other case (YELLOW, GRAY).

• Information on each execution is written into two logs, accessible via webpage for shifters consumption

• SAAB sends mail alerts and notifications:

• to developers in case of (known and tracked) problems with SAM results retrieval

• to sites who want to be notified whenever any of their DDM EPs gets blacklisted

13

decision

@ 11.30
decision

@ 11.45 decision

@ 12.00 
Automating usability of ATLAS distributed 
computing resources (Salvatore Tupputi) 
Extracting information from SAM/Nagios 
for SEs and taking decision on (un)banning 

7 

CHEP2013, O
ctober 14-18 2013, Am

sterdam
, 

U
CM

 redesign - Jérôm
e Lauret for the authors 

Design overviews 

User centric monitoring in STAR 
(Jerome Lauret). Multi tier level 
logging of grid/cloud activities.  

D. Menasce - ArbyTrary, a cloud-based service for simulation of  low-energy spectroscopy 9 18/10/201
3 

Dario Menasce 
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HEP MapReduce Procedure 
• HEP MapReduce (different from Internet applications): 
      - Java side is in charge of job splitting and scheduling 

      - C++ side is in charge of I/O and computation 

16 2013-10 INSTITUTE OF HIGH ENERGY PHYSICS 

ROOT on Hadoop (Stefano Russo), uses 
file == chunk on HDFS, wrappers around 
Map/Reduce -> no ROOT code changes	
  

Under the hood..

Hadoop/MapReduce

framework

HDFS
Binary
output

User
Reduce codeAll binary

outputs

  User
Map code

Binary output
HDFS location

Binary output

HDFS location

Java Reduce task
(wrapper)

Java Reduce task
(wrapper)

Binary input
Data set

Final

output

  # hadoop run RootOnHadoop “user Map code” “user Reduce    
   code” “HDFS input dataset“ “HDFS output location”

BESIII analysis on Hadoop (Sun 
Gongxing), wrote ROOT C++ classes to 
interface to Map/Reduce via libhdfs 	
  



Oracle / Hadoop / ElasticSearch 
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LimitaVons	
  found	
  for	
  Hadoop/Hbase	
  
mainly	
  b/c	
  of	
  “Vme	
  series”	
  like	
  
queries.	
  Evaluated	
  ElasVcsearch	
  
which	
  outperforms	
  Oracle	
  in	
  several	
  
areas.	
  	
  

Data Out 

20 17/10/2013 

- 5.7K rows - 38K rows - 80K rows - 5.7K rows - 38K rows - 80K rows 

� ENG is much faster than Oracle for small row counts but won’t scale 
� EIG is faster than Oracle in all cases but inflexible 
� EQG is much faster for few distinct grouping values but won’t scale 
 

 
Processing of the WLCG monitoring data using NoSQL – E. Karavakis 

WLCG	
  	
  monitoring	
  with	
  NoSQL	
  (Edward	
  Karavakis)	
  	
  



Two Observations about Abstracts  

§  Propose also reviewing of  abstract texts 
§  A good quality abstract will help session 

conveners in their judgment on acceptance 
§  E.g. minimum length, keywords, conveners 

may contact submitters?  

§  In case of  centralized submissions by 
experiments ask to check whether a 
similar topic is  submitted twice to 
different tracks 
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My (Very Personal) Observations 

§  Several new developments presented  
§  uCernVM, VAC, GSR, ROOT@HADOOP, exploit of  opportunistic compute cycles 

§  Experiments are exploiting new resources for computing successfully  
§  At the moment it still takes long time for the setup,  

§  maybe we are on a learning curve?  
§  Everything that is “non standard” needs a bit of  tweaking, either in the technical 

setup or in the applied workflows.  
§  We have proven that we can interact with cloud resources, next step is 

to scale up, but …. 
§  VOs need a way to “find” cloud resources (BDII?), and …. 
§  Experiment offline processing teams are growing more and more into 

the role of  “site”-admins 
§  E.g. how to monitor these resources efficiently and scaling?  

§  Developments for/by LHC experiments are/should be re-used by others 
§  Good example: CVMFS is *the* tool for software distribution  
§  Bad example: between WLCG sites and LHC experiments only little re-usage 
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Thanks 

§  To Davide Salomoni for convening Track 
3A with me 

§  To Nurcan, Jeff  and Robert for 
organizing both Tracks 3A + B 
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