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Tevatron Run II DP project
Goal: Level-4 preservation at both CDF and D0 (full analysis capability, including 
MC generation), ideally until 2020 (end of SL6 support).

Seek common solutions between experiments where possible

Division of effort between experiments and Computing Sector
● Experiments primarily responsible for software and documentation
● CS responsible for infrastructure (job submission, databases)
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CDF Data preservation

Bit preservation

● ~ 10 PB of data to be preserved 
● Migration to new tape technology when available
● Currently migrating data from LT03/LT04 to T10K tapes
●  ~  9k/12k of tapes already migrated
● Data integrity checks

● After each copy (Adler 32 checksum)
● Periodic reads from each tape

Metadata stored in Databases

● CDF DBs are Oracle based; we will stay with Oracle in the long term 
future (moving to an open source is not feasible with the available 
manpower)
● Upgraded to Oracle 11. Another upgrade will probably be necessary 
before 2020.
● MySql DBs:

●  CDF notes moving to InSPIRE
●  People DB: freeze and archive. 
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Data access preservation: SAMWeb

CDF/D0 use SAM (Sequential Access via Metadata) to access data.
Current system worked us well to this point but it is difficult to maintain and it 
lacks security features → support for the existing SAM infrastructure will end in 
2015.
A new SAM version (SAMWeb) has been developed for the Intensity Frontier  
experiments → long term future support

The CDF legacy software release will support SAMWeb (by the end of the year).
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Software 

Current stable release runs on SL5 but includes components built on SL3/4 → it 
requires compatibility libraries

The offline team is currenlty  testing a legacy release built entirely on SL5 (no 
compatibility libraries)  and on SL6.

Simplified instructions for MC production (new instructions page, unified MC 
submission script).
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Job submission

User pool
(Condor)

CDF Frontend

Job submission headnode

Factory

Grid site

Grid site

CDF Central Analysis Farm 
code:
●Submitter
●Monitor
●Mailer

● Three portals to access computing 
resources: 
● CDFGrid → FNAL
● NamGrid → OSG
● Eurogrid  → Tier1 @ CNAF and LCG

● CDF Central Analysis 
Farm code (CAF)  
provides the users with a 
uniform interface to 
resources on different 
Grid sites

Based on glideinWMS workload management system (batch system = Condor)

In the long term future eventually move to opportunistic usage of Intensity Frontier 
resources for CDFGrid/NamGrid and of Tier1 @ CNAF resources for EuroGrid.

Recreate the necessary HW environment using virtualization.
Condor/grid infrastructure already in use will require little change.

Transparent for users. 
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Documentation
CDF website

- We are checking and re-organizing all the information currently stored in the 
CDF webpage.

CDF notes on InSPIRE

- Migration of CDF notes to Inspire 
ongoing
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INFN long term data preservation project 

The project has been developed and is now being implemented  with the 
support of CDF DP task force and Fermilab CS. 
Good opportunity to share experience on DP issues between CNAF and FNAL 
and develop common solutions when possible.

Goal:  preserve a complete copy of CDF data and MC samples  at CNAF + 
services (access, data analysis capabilities)

Copy of the data
The copy will be splitted in two years
● End 2013 – begin 2014 → All data and MC user level ntuples (2.1 PB)
● Mid 2014 → All raw data (1.9 PB) +  DBs

Long term future analysis framework
Based as much as possible on the current resources already available at CNAF 
(Eurogrid, SAM station, ...) 
To run CDF legacy code we plan to use a dynamic virtual infrastructure through 
the INFN-developed WNoDeS framework.
We expect to move to archival mode in 2015.
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Network layout
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