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The Dark Energy Survey 

•  Stage III DE project using 4 
complementary techniques: 

         I. Clusters 
      II. Weak Lensing 
      III. Large-scale Structure 
      IV. Supernovae 

•    Two multiband surveys: 
       5000 deg2 grizY to 24th mag 
       30 deg2 time-domain griz (SNe) 

•    Built new 3 deg2 FOV camera 
    and Data management system 
     �Survey 2013-2018 (525 nights)  
      �Premier facility instrument for    
        astronomy community 
       
                  

Composite image of deep SN field 

www.darkenergysurvey.org 
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DES Science Summary 

Four Probes of Dark Energy 
•  Galaxy Clusters 

•  ~100,000 clusters to z>1 
•  Synergy/overlap with SPT 
•  Growth of structure and expansion history 

•  Weak Lensing 
•  Shape measurements of 200 million galaxies  
•  Growth of structure and expansion history 

•  Large-scale Structure (BAO) 
•  300 million galaxies to z = 1 and beyond 
•  Expansion history 

•  Supernovae 
•  30 sq deg time-domain survey 
•  ~4000 well-sampled SNe Ia to z ~1 
•  Expansion history 

Forecast Constraints on DE 
Equation of State 

Factor 3-5 improvement over  
Stage II DETF Figure of Merit 

Planck prior assumed 
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DECam Images 
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DECam Images 

NGC 1365 in the Fornax Cluster 10/15/13 
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Pipeline Status 
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Data Ingest from CTIO 

•  Data from CTIO are 
transmitted to NCSA over the 
normal packet-switched 
research networks. 

•  Transfers are moderated by the 
NOAO Data Transport System, 
which manages bandwidth 
from the observatory. 

•  Bandwidth is allocated for the 
typical one-minute cadence for 
science exposures. These data 
arrive and are ingested within 
minutes. 

•  Calibration exposures occur 
before dusk, on a faster 
cadence prior to dusk.  

Figure -- Number of seconds between exposure and ingest at 
NCSA. The initial sequence are flats, bias and darks. Science 
exposures arrive and are ingested within 3 minutes. 

10/15/13 
Dark Energy Survey -- CHEP13 



Quick Turn-around processing 
for SNE and image verification 
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Common Support Components 

DESDM’s direction is to work to use 
and help develop reusable services  
For its platforms wherever possible. 
Its vision is to make NCSA excellent 
and experienced in hosting large 
collaborations.  
Successes 
•  Spinning archive is on the NCSA 

storage “Condo” 
•  Primary computing is 18 AMD 

nodes in the PSP cluster. 
•  100TB Oracle Cluster is in a 

shared Oracle RAC 
Desiderata 
•  Identify management support 

DESDM 
workgroup: 

4 nodes 
supporting 
operations

(room 3005)

Oracle
NCSA:

(128 cores, 
200 

spindles)
(room 
2105)

RAC 
partition

FNAL 
Tape 

Archive

(Grid) FTP + 
HTTP +
GPFS
1 node

NCSA -- NPCF
NCSA 

Private Sector Program Cluster 
(iForge)

Exte
rn 

Net

NCSA -- 1205 W Clark

Other than U of I

XSEDE 
Computation 

(potential)

NCSA Tape
Archive (wish)

1205 W Clark Network

Bulk File 
Services
(Room 3005

NCSA Networking

NCSA
Storage "condo"

Fermigrid
Computation

(potential)
CTIOCollabo

taion
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Software integration 

•  Are implementing changes to our workflow system, 
adopting a philosophy that codes are  “hostile”. 

•  DES makes substantial use of community codes, 
especially the AstrOmatic suite of codes. 
–  Such codes are not bespoken for DES, and do not comply to a 

framework 
–  Integration of specific modules are via FITS format files 

•  an old, but highly accepted, file format standard 
•  Standardized at the byte level, many independent IO packages. 

•  A good number of scientist know these codes. 
–  Expect the workflow system to record  the command line and 

configuration of these codes. 
–  Not for example, invocation of a DES specific wrapper. 
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Reduced Coupling Increased 
Coherence.   

Orders from the 
submit side

Target  Runtime System
PIpeline script that is 

generated by the far side

Files passing 
"instructions" 

in

Wrapper

Science code

FIles 
stating 

what was 
done

Invocation

Stdout/stderr

QC target 
system parser

is "like" tee

FIles w /
science 
outputs 

Mothership

Logfile

Architectural approach divides 
the run time system into three 
main components: 
•  Science Code 
•  Wrapper 
•  Runtime framework 
 
Aside from the benefits of 
factoring. The project will deliver 
benefits in:  
•  Operability,  
•  Unit running,  
•  Adequate provenance 
•  Elimination of “replica 

catalogs” and other immature 
internals 

•  Potential to Run on OSG. 
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Provenance Improvements.  

•  The provenance model conforms to the Open 
Provenance Model (OPM) with simplifications that 
remove components that DES is unlikely to use.  

•  The database schema supporting the model is based 
upon the schema proposed in Storing, Reasoning, and 
Querying OPM-Compliant Scientific Workflow 
Provenance Using Relational Databases (Chunhyeok 
Lim  et. Al),again with simplifications that remove certain 
features. 

•  A prominent feature is the use of recursive queries. 
–  This gives immediate utility in our relational database without 

export to a specialized provenance query engine.   
10/15/13 
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Example Provenance Query 

10/15/13 
Dark Energy Survey -- CHEP13 



Naming 
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•  Changes to the file tree will 
allow operation to quickly 
access file for debug. 

•  New Canonical Tree will 
scale at each directory level. 

•  Uniquely named files 
facilitate QA.  

•  Example of coupling: Current 
pathnames. 
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Data Distibution Mechanisms 

•  Philosophy – simple tools anyone can use. 
•  DB – 

–  User accounts in Oracle DB. 
–  Each user has own schema, can see common schema. 
–  Operations and Science Schemas. 

•  Science schema are optimized for read access, queries are 
transparently parallelized.  

•  Files – 
–  The main access is https 
–  Have already been thanked for the slowdown due to the (s). 
–  Have prototype code to redirect to http via temporary links. 
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Database Cluster 

Node: 12 cores
64 GB RAM

Node: 8 cores
32 GB RAM

Node: 8 cores
32 GB RAM

Node: 8 cores
16 GB RAM

Node: 8 cores
16 GB RAM

6 Nodes, each: 
12 cores

96 GB RAM

SAS2 switch SAS2 switch

45 drive bays:
2x600GB, 15k
4x300GB, 15k

39x2000GB, 7.2k

45 drive bays:
2x600GB, 15k
4x300GB, 15k

39x2000GB, 7.2k

45 drive bays:
2x600GB, 15k
4x300GB, 15k

39x2000GB, 7.2k

GB Ethernet Switch 
Interconnect

Development
and Test nodes

Oracle Cluster Infrastructure

•  11 Nodes 
•  128 cores 
•  736GB RAM 
•  135 drives 
•  241TB storage 
•  6GB SAS2 

storage fabric 
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Test Branch 
Software

Test Data 

Feature Test

CCB

Feature List

Pipelne 
integration 

Test
Initial Runs

Production  
Runs

Tagged 
software

Validation 
Data

SWG 
Independent

Validation
Software

Validation 
Runs

Science 
Working 
Groups

Science 
Data

Development

Unit running

Distrbuted

Distrbuted Linea

NCSA

New Structure supports this Development 
Integration and Validation process. 
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Production 
Cluster 

Collaboration Verification 
Team 

Developer 
Package 
Manager 

Pipeline 
Manager 

Build &Test  
Servers 

Package 
Repository 

Stores packages with  
corresponding quality  
information: 
•  Build & test 

reports 
•  stable / beta tags 

Assembles  
packages 
into  
pipelines 

Build / Distribute / Install 

Extended  
EUPS 

Build & Install 
(single command) 

Build & Install 
(automated) 

Distribution 
Server 

Developers 
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Summary 

•  DES data taking has begun! 
•  Data processing system 

–  Produced a release bases on an initial science verification year. 
–  Processes data daily for SNE and L0 data verification. 
–  Defined code and data QA processes. 

•  A set of upgrades are in progress to help the system 
scale for 5 years of operation. Upgrades include  
–  Provenance system based on the OPM and literature. 
–  Workflow based on integrating community codes communicating 

via files. 
–  Scalable file structure. 
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