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We will present massively parallel high energy electromagnetic particle transportation through a finely seg-
mented detector in the Graphic Processor Unit (GPU). Simulating events of energetic particle decay in a
general-purpose high energy physics (HEP) detector requires intensive computing resources, due to the com-
plexity of the geometry as well as physics processes applied to particles copiously produced by primary colli-
sions and secondary interactions. The recent advent of hardware architectures of many-core or accelerated
processors provides the variety of concurrent programming models applicable not only for the high perfor-
mance parallel computing, but also for the conventional computing intensive application such as the HEP de-
tector simulation. The component of the transportation prototype consists of a transportation process under
a non-uniformmagnetic field, a geometry navigation with a set of solid shapes and materials, electromagnetic
physics processes for electrons and
photons, and an interface to a framework that dispatches bundles of tracks in a highly vectorized manner
optimizing for spatial locality and throughput. Core algorithms and methods are excerpted from the Geant4
toolkit, and are modified and optimized for the GPU application. Programs written in C/C++ are designed to
be compatible with CUDA and openCL and generic enough for future variations of programming models and
hardware architectures. Used with multiple
streams, asynchronous kernel executions are overlapped with concurrent data transfers of streams of tracks
to balance arithmetic intensity and memory bandwidth. Issues with floating point accuracy, random number
generation, data structure, kernel divergences and register spills are also considered. Performance evaluation
for the relative speedup compared to the corresponding sequential execution on CPU will be presented as
well.
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