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The LHCb Data Acquisition system reads data from over 300 read-out boards and distributes them to more
than 1500 event-filter servers. It uses a simple push-protocol over Gigabit Ethernet. After filtering, the data
is consolidated into files for permanent storage using a SAN-based storage system.
Since the beginning of data-taking many lessons have been learned and the reliability and robustness of the
system has been greatly improved. We report on these changes and improvements, their motivation and how
we intend to develop the system for Run 2. We also will report on how we try to optimise the usage of CPU
resources during the running of the LHC (”deferred triggering”) and the implications on the data acquisition.
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