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— Off-axis detectors receive v,

beam with energy narrowly
| peaked at 0.6 GeV.

* Neutrino oscillation experiment based in Japan,
searching for:
v, =V, appearance to measure 6,

v, — v, disappearance to measure 0,

09/04/2013 M. Lawe, The University of Sheffield 4



& i T2k
ND280 Detector

0.2 T magnetic field to
measure charge, momentum
and identification of Time
Projection Chamber tracks.

UA1 Magnet Yoke

Scintillator-based
Fine-Grain Detectors

Downstream
] ECAL as target mass.
S el Scintillator-based
Scintillator-based water glicqom}?gnetflc
fillable ©t® Detector alorimeters, 1or
(POD), for cross-section Barrel ECAL energy
measurements.
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* Developing an analysis to
measure the charge exchanging
neutrino — nucleus interactions
with associated 17° production.

- / 0
V,+N—=>u +N'+m
* Measurement of such cross-
sections 1s important for
constraining the systematic
uncertainty 1n oscillation
analyses at Super-Kamiokande.

— Previous measurements tend to be
at higher energies than T2K.
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* u selected from charged tracks emerging from the
fiducial volume of either ND2&80 Fine-Grain Detector.

» v pairs from n¥ decay selected by their interaction in the
Barrel and Downstream Electromagnetic Calorimeters.

vy pair from 7t°
decay

Incident v,

Interaction vertex Exiting p

in FGD 2

09/04/2013 M. Lawe, The University of Sheffield



T2/K

DEVELOPMENT OF THE EVENT
SELECTION

09/04/2013 M. Lawe, The University of Sheffield



. T2/K
Muon Selection

* Based on the official ND280 Tracker muon
selection, but with slightly looser cuts optimised
for increased statistics.

* (Cuts select tracks with:

— 1: TPC constituent,

— 2: Negative charge,

— 3: Sufficient hits for a 0E/0x determination,

— 4: Vertex 1n a FGD fiducial volume,

— 5: Valid 0E/ox based pull in each TPC, and

— 6: u-like and not e-like 0E/ox based pulls in a TPC.

* The highest momentum track to pass all cuts 1s
selected as the u candidate.
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Muon Selection

All particles passing each cut
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* Background contribution dominated by -,

— Future work will be required to reject events with * in the
final state to achieve exclusive CC1n final state.
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Muon Selection

Selected Signal + Selected Background

Efficiency = = 60%

Total Signal
Selected Signal
Selected Signal + Selected Background

* Additional developments 1n the official ND280
Tracker muon selection may in time be
adapted for use 1n this analysis.

— See talk by T. Duboyski, Parallel Track 1,
afternoon session 09/04, “An expanded CCQOE

cross-section analysis at ND280"”.
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* Focus 1s now on the development of a
Multivariate Data Analysis to maximise the

power of available discriminating variables.

— This has shown to be effective in equivalent
Neutral Current 7t° analyses,

e S. Short, IC and P. Guzowski, IC.

— Machine learning classification system which
evaluates the signal to background separation
capacity of multiple input variables
simultaneously.
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* Variables are defined for the
higher and lower energy ECal
candidate clusters and between
each candidate patr.

— Currently employing 14 separate
input variables.

— Many additional standard ECal
cluster variables are already
available.

specific variables 1s also underway.

— With time an appropriate subset of
effective mput variables will be
selected.
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TMVA response for classifier: BDT

* Even at this very early stage in
the development of a MVA £ o
analysis the 1nitial signal to

background separation response
looks promising. ;

— Different MVA techniques have  ;

still to be tested.

Background

g Sighal 1T T
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BDT response

— Improved and new input

variables can be developed. z
— Further separation of event g oo
topologies can be done. 2 0

* These should all provide further * A

0.2

improvement to the selection.
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Conclusions

e This CCln’ analysis is making good progress
in developing an effective event selection:

— A robust muon selection has already been
developed.

— Consideration of techniques to reject events with
associated charged pion production has begun.

— The decision to move away from a cuts based n’
decay photon selection has been taken.

— Initial results with a MVA look promising whilst
there 1s still much scope for improvement.
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Beam Production
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* Accelerated protons are impinged upon a graphite
target.

e A flux of Tt mesons is produced, from which ™ mesons
are focused into a decay volume by magnetic horns.

 Neutrinos are then obtained through the decay:
T U+,
* This provides intense neutrino flux with an off-axis
energy centred at 0.6 GeV.
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Near Detector Complex

* The Near Detector S,
complex house two 7 7,
Q
detectors. R ND280

— INGRID, on-axis detector
for measuring beam flux
and direction.

— ND280, 2.5° off-axis
detector for measuring
beam flux, composition
and cross-sections. INGRID
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Boosted Decision Tree

A decision (regression) tree (BDT)? is a binary tree structured classifier (regressor) similar to the
one sketched in Fig. 18. Repeated left/right (yes/no) decisions are taken on one single variable at a
time until a stop criterion is fulfilled. The phase space is split this way into many regions that are
eventually classified as signal or background, depending on the majority of training events that end
up in the final leaf node. In case of regression trees, each output node represents a specific value of
the target variable.>® The boosting (see Sec. 7) of a decision (regression) tree extends this concept
from one tree to several trees which form a forest. The trees are derived from the same training
ensemble by reweighting events, and are finally combined into a single classifier (regressor) which
is given by a (weighted) average of the individual decision (regression) trees. Boosting stabilizes
the response of the decision trees with respect to fluctuations in the training sample and is able to
considerably enhance the performance w.r.t. a single tree. In the following, we will use the term
decision tree for both, decision- and regression trees and we refer to regression trees only if both
types are treated differently.

A ranking of the BDT input variables is derived by counting how often the variables are used to
split decision tree nodes, and by weighting each split occurrence by the separation gain-squared it
has achieved and by the number of events in the node [30]. This measure of the variable importance
can be used for a single decision tree as well as for a forest.
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