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Quick review of goals 

• Common ATLAS namespace across all storage sites, 
accessible from anywhere  

• Easy to use, homogeneous access to data 
• Identified initial use cases 

– Failover from stage-in problems with local SE  
o Now implemented, in production on several sites  

– Gain access to more CPUs using WAN direct read access 
o Allow brokering to Tier 2s with partial datasets 

o Opportunistic resources without local ATLAS storage 

– Use as caching mechanism at sites to reduce local data 
management tasks  
o Eliminate cataloging, consistency checking, deletion services 

• WAN data access group formed in ATLAS to determine 
use cases & requirements on infrastructure  
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Our concept of federation 

3 
Start search locally, redirect as needed  (local, cloud region, zone, global) 

Uniform access to loosely coupled storage resources  

peer 

DE region 

EU zone 

US zone 
UK region 
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Federated access, federated site deployment 

• Model has been to work with ATLAS contacts from clouds 

• US: the Tier1, all Tier2 centers  
– separately, a number of off-grid Tier 3 sites 

• UK: four Tier 2 sites, working on N2N for Castor at RAL 

• DE: three Tier 2 sites plus a CZ site, gearing up for more  

• RU: two Tier 2 sites federated 

• IT: DPM sites and atlas-xrd-it.cern.ch getting setup 

• EOS – but with concerns about IO load from WAN 
accesses 

• Network of redirectors and peering established, gaining 
practical operational experience 
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Site documentation (DE cloud region) 

Guenter Duckeck 

Proxy for dCache 
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David Smith 

And specific instructions for DPM sites 

 UK .. and now IT cloud; later FR 
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Sites are used in developing the federation 

• Sites deploy a tandem of xrootd services 
– As easy as an Apache web server, in principle 

• But the software, while a proven storage technology, requires additional 
development to become a federating technology: 
– Experiment-site specific file lookup service (i.e. N2N) 

– Customizations for backend storage types 

– Various 3rd party wide-area monitoring services (UCSD collector, ActiveMQ, 
Dashboards) 

– Security for read-only access: missing initially; still need gsi proxy validation 

– Standardizing monitoring metrics  further development 

– Status monitoring and alert systems for operations (RSV/Nagios) 

– New WLCG service definition (in GOCDB, OIM), similar to perfSONAR or Squid 

– Integration into ATLAS information system (AGIS) 

– Development in production & analysis systems: pilot & site movers 

– Accounting & caching will require more development, integration, testing, .. 

• Good news many of these obstacles have been addressed in the R&D phase, 
and by CMS and ALICE before us. 

• We benefit from vigorous developments by many groups working on various 
aspects of federation (AAA, XrootD & dCache teams, Dashboard…) 
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• SSB and WLCG transfer 
dashboard with cost matrix 
decision algorithm 

• Xrootd instabilities seen in the UK 
cloud – perhaps related to N2N 
blocking at LFC 

• FAX extensions to ATLAS 
information system AGIS 

• Need new monitoring f-stream at 
all sites 

• Stand-alone cmsd for dcache sites 
• xrootd.org repository & EPEL 

policy (site guidance, esp. DPM) 
• Several dCache specific issues, 

and many releases under test 
(1.9.12-22+, 2.2.4,…); f-stream, 
proper stat response and 
checksum support from dcache-
xrootd doors 

• Moving US sites to ro LFC 
• Starting federating sites in Italy 
• SLC6 issues – X509 and voms 

attribute checking 
• Will update UDP collector 

service with f-stream format 
when available 

• Functional testing probes & 
publishing into ActiveMQ and 
dashboards 

• Monitoring will have to be 
validated at all stages 

• FAX-enabled pilot site mover 
in production at several Tier 2s 

• Documentation for users & 
site admins 

On-going work & issues 
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Functional status & cost performance 

There are many 

more components 

as discussed at the 

Lyon storage  

federations workshop 
in September 
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FAX dashboard – sites transfer matrix 



www.ci.anl.gov 
www.ci.uchicago.edu 

11 

FAX dashboard – prototyping extensions to 
give a better picture of site access 

Alexandre Beche 

 & dashboard team 

Already useful for 

diagnosing site config 

issues 
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Role of WLCG groups 

• Serve as point of coordination for the common 
elements for the basic services that have emerged 
from the R&D programs 

• Help drive requirements and priorities and liaison 
with software providing groups 

• Help with packaging, deployment configurations, 
documentation, site support 

• Coordinate extensions (protocols, caching) and 
drive consistency in the architecture 

• Benefit, informed by related groups (e.g. 
networking) 

• Liaise to sites through well-established mechanisms 
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Summary 

• From the point of view of sites – we are engaging sites 
through cloud-region contacts and support teams to help 
identify and develop the infrastructure 

• This activity drives a number of development and 
integration tasks for needed components (N2N interface 
to storage, monitoring providers, etc) 

• As these are general issues and have natural overlap with 
CMS federating services it makes sense to continue 
fruitful collaboration 

• WLCG working groups should provide a point of 
coordination and repository of expertise and operational 
support, and a context for evolving systems forward 


