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∙ Uniform and portable environment for physics data processing
∙ Minimal operating system derived from application dependencies
∙ Easy to maintain and to distribute
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Idea: Operating system on CernVM-FS
Instead of 400MB hard disk image: 10 MB ISO image + 100MB cache.

∙ Not a LiveCD, not a diskless node
⇒ Operating System on Demand
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Booting 𝜇CernVM
Work in progress
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𝜇CernVM Changes the VM Life Cycle
Work in progress
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Figure 1: Visual representation of the two sub-cycles that form the Virtual Machine Lifecycle.

2. The Virtual Machine Lifecycle
A virtual machine passes through various different stages throughout it’s life. These stages are
just a logical separation of the fundamental procedures that are common for the maintenance of
every virtual machine (VM). They are usually independent and are associated with a specific set
of tools. For instance, the life of the VM begins when the specifications of the build process are
prepared and stored in a reference database, and it is terminated after it has completed the job it
was instantiated for. In order to find an optimal solution it is important to identify those stages,
the tools associated with them and their dependencies. This way the appropriate tools can be
grouped with the stages and form a stand-alone and independently-maintained component.

In the CernVM Project we pass through all stages of the every time we release a new version.
In our case, after a VM instance completes it’s cycle, user feedback is processed and a new
development cycle begins. Because of this cycling pattern, we decided to use the term lifecycle to
refer to the life of CernVM. This lifecycle can be split into two logical sub-cycles: the development
cycle and the deployment cycle (Figure 1).

The development cycle begins with the definition of the specifications and finishes with the
production of the distributable VM media. This cycle is performed entirely inside the CernVM
infrastructure.

The deployment cycle begins with the instantiation of the released image and finishes with the
termination of the instance. This cycle is performed outside the CernVM infrastructure, such as
a public or private cloud infrastructure (e.g. Amazon or OpenNebula ) or an individual computer
(e.g. desktop hypervisors or a small computer farm). In all these cases, the OS needs to contact
the CernVM infrastructure in order to obtain contextualization information and software packages
from our repository.

The two cycles are connected via two intermediate stages: The release of the produced image
to the public and the feedback that is collected from the users and triggers a new development
cycle. The two stages are in the borders that split the private infrastructure and the public.

As was mentioned before, each stage is independent and is typically supported by a number of
specialized tools.

Plan: This is a stage on which the desired functionality of the VM is planned. The resulting
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Avoids: Image Building Solves: Image Distribution

Options for updating: stay, diverge, rebase
CernVM-FS snapshots facilitate long-term data preservation 4 / 5
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Idea: Operating system on CernVM-FS
Instead of 400MB hard disk image: 10 MB ISO image + 100MB cache.

∙ Not a LiveCD, not a diskless node
⇒ Operating System on Demand
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