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Motivation RN

Department

 Best Linear Unbiased Estimators (BLUE) are widely used for precision
measurement combinations

— e.g.top mass @ Tevatron and @ LHC

« Larger event statistics have led (and will lead more and more) to
combinations dominated by systematic errors
— And by the correlations between those systematics...

« In parallel, negative combination coefficients are appearing (and may
appear more and more) in BLUE averages

— We should not confuse these coefficients (“weights” in BLUE weighted central values)
with the statistical impact (another type of “weight”) of a measurement

« Answer to typical questions
— How can we assess the “relative importance” of a measurement
(“how much is my experiment/measurement contributing to a combination”)?
— What is the scientific interpretation of negative BLUE coefficients
(“are we correctly estimating the correlations used as inputs to the combination”)?
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Main messages in this talk T

Department

1. Absolute values of (negative) BLUE coefficients should not be
used to assess the “relative importance” of measurements

— We suggest an alternative procedure based on Fisher’s information

2. Negative BLUE coefficients indicate a “high correlation” regime
— We show that this is true in general for N measurements of one observable

3. Correlation estimates in this regime are not at all “conservative”
and may need to be critically reassessed

— QOverestimated correlations may lead to largely underestimated combined
systematics and total errors

— We propose a few tools to help in this critical review of correlations
(derivatives of information, information minimization, covariance
“onionization”, marginal inflow of information)

— But the ideal solution is still to measure correlations in data and MC
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Outline CERNIT

Department

Part 1 — information in BLUE
— “Relative importance” of the measurements in the presence of correlations

Part 2 — interpretation of negative BLUE coefficients
— “Low-correlation” and “high-correlation” regimes

Part 3 — “conservative” estimates of correlations?
— The risks in overestimating correlations and a few hints to try and avoid this

Conclusions
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Part | :
iInformation in BLUE

« “Relative importance” of individual measurements with correlations
— BLUE primer

— What is the “contribution to knowledge” from various sources
» Absolute values of BLUE coefficients are used in the TOPLHCWG note
» The problem with absolute values of BLUE weights

— Fisher’s information
* A proposed new way for presenting combinations: information weights
* Firstlook at TOP LHC WG combination

@)
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BLUE primer =T

Department

« Simple case [Lyons] : measurements y; of a single observable Y

n ~ T
— Alinear estimator Y =Xy =) \;y; is unbiasedif UA= doai=1
i—1 i=1
[where U is a vector of all 1's, i.e. contraction by U means summing all indexes]

. : Y (V) — 42 —
— The square of the error on the combined estimate YV is var(Y) = oy, = Z Z Ai Mij A

[where M is the (NxN) input covariance of the N measurements|
NB Assume Gaussian pdf with M known a priori and independent of unknown parameter

(M~1U),

1

— The best linear unbiased estimate is given by \ = —
(i.e. the error is minimized for) (UM-1U)

— The coefficients A, in the BLUE linear combination can be negative
[a.k.a. “weights” in the BLUE weighted average]
B 1
- (UM-1U) Y
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var(Y) = o

2
— The combined error on the BLUE is equal to: Y




Negative WelghtS (and absolute weights) @ LHC
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http://cdsweb.cern.ch/record/1460097

TOPLHC NOTE

ATLAS-CONF-2012-095
CMS PAS TOP-12-001

June 2012

Figure 1: (a): Input measurements and result of the LHC combination (see also Table 4); (b, ¢) : BLUE

combination coefficients and relative importance of the input measurements. The relative importance
L meg ' s fwil/ 2 lwil.Jwhere [wy] is the absolute value of the BLUE combination
m . E I 'th . :
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The problem with absolute values =T

Department

2
PABOAOR R

Take A, B, C, with C uncorrelated to A or B: ( o4 PABOATB g )
0 0 ‘0%

« Combining (A,B,C) in one go gives the same result for the combined error and
for the linear coefficient of C as first combining (A,B) and then adding C:

| 1 1 1/02
5 =73 T (Ac)aBc = 7
(05)aBe (03)aB  0g 1/(0g)aB +1/0¢

« The “relative importance” (Rl) of C based on absolute values in combining
(A,B,C) in one go is ((Ac)apc|
[(Aa)apc| + |(AB)aBc| + [(Ac)aBc]

(RIc)aBc =

* It can easily be shown that there are two problems with this definition if A;<O
(which happens if p,g>0,/05 With o,<o; — see later in this talk):
— first, RI of C is different if C is combined with A and B separately(lower) or if it is
combined with the combination of A and B (higher)
— second, RI of C underestimates the contribution of C with respect to its more

intuitive (and “correct”™?) assessment 1/0Z, = (\o)ago
1/(02)aB +1/0% ‘
— the “information weight” we propose for C is exactly equal to (A\c)aBc Y
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: y . : : CERN
Fisher’'s information primer L-!_partmem

« Given a pdf P(y,X) for the N measurements y; and the n parameters X,
the (nxn) information matrix l,4 is defined as the covariance of dlogP/dX,

* Information has many nice properties [James]:
— Information is additive for independent measurements
— Information I, is defined with respect to the set of parameters X, to be estimated

— Information is related to precision: the greater the available information, the more precise the
estimates can be — the inverse of the information matrix is a lower bound (Cramer-Rao) for the
covariance of any estimates of the parameters X,

— Information is positive semi-definite (for one observable it is a scalar = 0)

« Assuming P is multivariate Gaussian, the covariance of the BLUE
estimates is equal to the inverse of the information matrix
— For asingle observable (e.g. my,,), information is the inverse of the combined variance
1 1

1Y) =uoMmu= = 3
var(Y)) og

* For all practical purposes, in the following, “information” about one

parameter is just a synonym for the inverse of its variance
— WE WILL ALWAYS BE TALKING ABOUT A SINGLE OBSERVABLE IN WHAT FOLLOWS

@)
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Our proposal: Information Weights = LT
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« Itis not only individual measurements, but also their correlation, that
contribute to the information available in a combination

— The information contributed by correlations comes from the collective interplay of the measurements
and cannot (in general) be attributed to any of them individually

— We propose to distinguish between the information weights from the measurements and the
information weight from the ensemble of correlations

* Our definition of Information Weights (IW)

. . . 1 0'.2
— Information weight for each measurement (always > 0): IW; = ljg;
* In the absence of any correlations, this coincides with the BLUE linear coefficient A 4

* Also true if one measurement is uncorrelated (e.g. C in previous A,B,C example)

. , . : 1/0% - 1/03'2

— Information weight for the correlations is all the rest (may be <0): ——2| [Weonr = /02
[0
* In the absence of any correlations, this is equal to 0 ¥

— For N measurements of 1 observable: # information weights are N (measurements) plus 1 (correlations)

 Oneissue: not easy/obvious how to subdivide the correlation weight
— e.g. split up contributions by error source and/or by pair of measurements?

— the interplay of correlations cannot be neglected, their effect is largely a collective one
— will come back to this only at the very end

BLUE @ TOPLHCWG - 29" November 2012 A. Valassi, R. Chierici =10 ﬁ Y
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A practical example (more later): LHC m,,,
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ATLAS + CMS Preliminary\Js = 7 TeV ATLAS + CMS Preliminary \'s = 7 TeV
ATLAS 2010, 1ot l 6.8 ATLAS 2010, 1ot | 53
5 pb” R, UE sysH - 5 pb” R, UE sysU -
ATLAS 2011, I+jet - 29.9 ATLAS 2011, I+jet . 233
ATLAS 2011 || t | 04 ATLAS 2011 || t | 0.3
cmszom d | pt | 19 cmszmo d | pt | 15
~36 CR syst. | . =36 CRsyst .
CM82010 \ | 02 cmszow | 11 | 0.2
6 pb SysV/ ! st) !
cmszzon»d; pton | 48 cmszzon dRI pt | 37
CMSEOH _ 84.3 CMSEOH | t _ 65.7
LHC My bination m ination
J 20 2
\ i | \ i \
-100 0 100 -100 0 100

BLUE Combination Coefficient [%)] Relative importance [%]

The real challenge
(and the interesting
part) is splitting up the
correlation contribution
and understanding

where it comes from!

Mtop Al A\ ﬂ AT

[GeV] [1/GeV] SN LT
CMS11yj 172.64 = 1.53 0.425 | 84.3% | 65.7% | 83.8%
ATL11] 174.53 £ 2.39 0.175 | 29.9% | 23.3% | 34.5%
ATL100 169.33 + 6.32 0.025 | -6.8% | 5.3% | 4.9%
CMS111l 173.30 = 2.96 0.114 | -48% | 3.7% | 22.5%
CMS100 175.50 = 6.49 0.024 | -1.9% 1.5% 4.7%
ATL11aj 174.90 = 4.44 0.051 | -04% 0.3% | 10.0%
CMS100; 173.10 = 3.41 0.086 | -0.2% 0.2% | 16.9%
Correlations e -0.392 - — | -77.4%
Total 173.33 £ 1.40 0.507 | 100.0% | 100.0% | 100.0%

BLUE @ TOPLHCWG - 29" November 2012

@)

A. Valassi, R. Chierici =11 <7/



CERNIT

Department

Part Il :
negative BLUE coefficients

+ “Low-correlation” and “High-correlation” regimes

— The simple case of two measurements of one observable [Lyons]
» Dependencies of BLUE coefficients and combined error and IW as the correlation varies
* One linear coefficient A goes to 0 and flips sign where the combined error is minimum
 Interpretation of information in the two regimes A>0 and A<0

— Generalization to the case of N measurements of one observable
« Information inflow — adding the N measurement with its N-1 correlations

« Information derivatives — analyzing Nx(N-1)/2 correlations independently
* Low-correlation regime (all A>0) and high-correlation regime (one or more A<0)

WE WILL ONLY DISCUSS POSITIVE CORRELATIONS IN THE FOLLOWING Y
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0P =0a2*0p2*(1-p2)/(0a2+0g2-2*p*op*0Op)

2 measurements of 1 observable [EIEEE
i 1 = ,‘>-\\\ i it
. % o:s ‘/,/ B oo \“ X4
* For two measurements A and B with errors N \_"
o0,< 0z and correlation p [Lyons etal : o2 [ e
}"f_)\ _ A\ ’ \ o 01?3_,00—‘40—}3 O-QW-O.B 0.6 -0.4 -0.2 o 02 o04f) 06 o8
= AAyaA + ABYB A = O,i 4 O'% _ 2;00—‘40—3 e Aa.g=(0g,a2-p*Oa*0R (O a2 +0g2-2%p*0a*0R)
2 25 WP
C}'QA — 0—210—2_5 (]- — ,02) — 1 )\B _ 5 OPA g POACRHR 2.% - GBIO-A=2 Ag fOr Op/OA=2.0 =smmmamee :
YT 024+ 0% —2p040p | 04+ 05 —2poa0B 16
- Varying p, the combined error is maximum 0
(equal to o,) fo.r p—cA_/cB, where Ag flips sign ] rr—
— Low correlation region — p<o,/0g A2 om com om mz & om nalos es
° Both )\A and )\B are > O e |nfc'>rmati<'>n weights |wA,B=(1/sA,B2):| and llwco,=.1-|wA»:wB
+ Info decreases (error increases) as p increases o . c; p :_2 WS for ag/an=210 e ]
— High correlation region — p>0,/0; L2 [ — 3
« One coefficient Ag is < 0 . i - X
» Info increases (error decreases) as p increases TS TR NN - o A B e
— Boundary (most conservative corr.) — p=0,/0g ks row W HieH
« One coefficient )‘B is=0 3| Information Weight Iw |- iCORli? ;CORR;
« Error is maximum = o, (marginal info from B is 0) e A I
- Three information weights (A, B, correlation) 12 ] oulon=2 e
— Sum is equal to 1 by construction o -
— IW from p is minimum (largest negative) for Az=0 = B g et ] ey S
Of Relative Importance RI=|A|/Z|A|
BLUE @ TOPLHCWG - 29" November 2012 AV, RC - 13 A2 e 0@ .08 b2 o oz ool os oo




: : CERN
Two measurements — interpretation T
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* Low correlation regime, Az>0 (i.e. 0,2- po,05 > 0) d;?n(.?gmﬁx)
— The covariance can be seen as the sum of a common error and an uncorrelated error

( o2 POATR ) B ( POACRB  POACR ) N 0% —poACE 0 )
2 - 2
POAOB g PIAOB  POAOB / com 0 O~ POATB / unc
— You can combine based on the uncorrelated error (compute statistical weights from basic error

propagation) and add the common error only at the end

« Remember: this happens if the off-diagonal covariance po,ogis smaller than the smaller of the two variances 0,2
(this will be used later in our “onionization” prescription proposal)

— Adding the less precise measurement B to the combination brings in additional information
because B contributes independent (uncorrelated) knowledge about the unknown parameter

« High correlation regime, A;<0 (i.e. 0,2- po,o; <0)
— The covariance can NOT be seen as the sum of a common error and an uncorrelated error
— Adding the less precise measurement B to the combination brings in additional information

because B helps to constrain a correlated error on A to which it has a different sensitivity

* p may be overestimated or this may be perfectly legitimate: you may leverage on the different sensitivity of two
measurements to a common background or a common MC parameter to reduce the uncertainty on them
* The additional information only comes from the interplay of B with A — neither can claim it as their exclusive merit

 Boundary is A;=0 —where B brings no additional information

— Adding the less precise measurement B to the combination brings in NO additional information
because its error has a part common with A plus an additional “uncorrelated” component

BLUE @ TOPLHCWG - 29" November 2012 A. Valassi, R. Chierici — 14 ﬁ\ /y
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Generalization to N measurements T
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(REMINDER: WE WILL ONLY DISCUSS POSITIVE CORRELATIONS IN THE FOLLOWING)

The previous discussion can be generalized from 2 to N measurements
— Fixing the variances on the measurements and varying only the correlations between
them, any BLUE combination can fall in one of two regimes:
« EITHER Increasing any correlation decreases information and increases the combined error
(“low” correlation regime because it includes the case where correlations are all 0)
* OrIncreasing some correlations increases information and decreases the combined error
(“high” correlation regime because you must increase a correlation beyond a threshold to enter it)

It can be shown that these regimes are defined by the BLUE coefficients:
— Low correlations (info decreases if any correlation increases) <> All BLUE coefficients are 20
— High correlations (info increases if a correlation increases) <~ Some BLUE coefficients are <0
— In other words: if any BLUE coefficients are <0, it is because some correlations are high

Marginal info from Nt measurement: fix all variances, vary N-1 correlations ‘c’
Mnxn = ( V- Z) Aly x ((5D7'e) = 1)" 2 0 v x = ((@P7re) — 1)

C

General case: fix variances, vary Nx(N-1)/2 correlations and use derivatives

— Information is minimum when some coefficients are O -
L : : : ol 9
— If it is impossible to properly estimate correlations, the most - = —2I°\;\joi0;
“conservative” option is to exclude some measurements... Opij

@)
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Summary of part I =T
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« If any BLUE coefficients are <0, it is because some correlations are high
— The BLUE combination is in a “high correlation” regime

The contribution to information from measurements with BLUE coefficients <0
comes only from their interplay with other measurements through correlations
— They help constrain systematic uncertainties on other measurements

« If any BLUE coefficients are <0, the total BLUE error is smaller than that which
would be obtained if some correlations were smaller

— Are correlations really as high or are they being overestimated?

IF any BLUE coefficients are <0
AND IF correlations were “conservatively” estimated to be 100%,
THEN correlation estimates should be reassessed

See part Il for a few tools and suggestions

BLUE @ TOPLHCWG - 29" November 2012 A. Valassi, R. Chierici — 16 ﬁ Y
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pRELIMINARY'

WORKINPROGRESS! Part "l :
“‘conservative” estimates of correlations

 Therisks in overestimating correlations and a few hints to try and
avoid this —with practical examples from m,,, @ LHC

— “100%” is not conservative when statistical errors are low

— Using information derivatives to identify the most relevant correlations

— Minimization and “onionization” procedures

— Splitting up the correlation contribution to information using marginal inflow
— Practical recommendations

WE WILL ONLY DISCUSS POSITIVE CORRELATIONS IN THE FOLLOWING Y

BLUE @ TOPLHCWG - 29" November 2012 A. Valassi, R. Chierici — 17 <7/



T . . CERN
Is p=100% “conservative™? T
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« Two measurements AB, each with a statistical and a systematic error
— Statistical errors are uncorrelated, systematic errors are correlated with a correlation p_,,

* If p.or is unknown, we want to look for the most “conservative” of p_,,
I.e. that which makes the combined BLUE error as large as possible

— The most conservative p,, is that which makes the total correlation p as large as
possible, as long as p remains in the “region low-correlation’p<o,/0g (assuming 0,<0y)

— If measurements are statistically dominated, the most conservative p.,, is 100%
— But the most conservative p.,, is < 100% if systematic errors are not negligible

2=0,2*0g2*(1-p2)/(0p2+0g2-2*p* 0% Op) Pes e Rl M o AV S e
Oy“=0p“*0g -p9)/(0a“+0g°-2*p*op*0p
M __ Pcor T A cor 9 B,cor < JA - ol Oace=1.0
1.4 7B;gA=i-g . - = uB,cor/UA,cor_l leesse
B/OA= 1.1 ®=== Sl mm—
.5 Op/Op=2.0 weeermeres TAOB OB 1.2 gg,cor;g:z::_ioo i
. Dp/0aA=10. —=—=m = ; ’
A Y %
I Eas - H sys h SYST NOT
§ - N b ) 5§ o8 X B
& 08 P g P . : t; NEGLIGIBLE \ NEGLIGIBLE \
e F & 2 ", ' N
° 06 P // e \\ y " S 06 GBcor/GAcor:]-O \\ o-Bcur/o-Acor:lO \.._‘
7 ot”, \, [ .,
7 o \ 2 N\
0.4 AW . \ aT T e} 0.4 e
s e ) < A ,COT ,COr —
A A XA s
oz Lot '/_, \\ Peor = p P ((T /0_ )Q 0.2 - T
)/ \ 7 A cor B,cor 7 Acor/UA Most conservative p.,, [
0
0
-1 -08 -06 -04 -02 0 02 04 06 08 1 0 el 0= 03 04 0o 08 97 08 09 &
P (Oa,cor/On)

With N measurements, finding the most conservative correlations is not as easy!
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Prioritizing correlations to review
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S0, | think | overestimated my correlations: and now, where do | start?
— 1 -Which correlations should | consider reassessing first?

 Useinformation derivatives to analyze which correlations (between which 2
measurements and for which error sources) have the largest effect

— Rescale the nominal covariance using a different rescaling factor (between 0 and 1 — do not increase

correlations or flip their sign) for each off-diagonal element and error source
M vy = [ MG i
] ij M [s] ifi— .

1}

0<fi<1

—  Will show in the following the derivatives (at nominal correlations) with respect to these scale factors

37!
% = —2(I'2 NN ML
off

— Will normalize derivatives to total information at nominal correlations to make them a-dimensional

 For the top measurement at LHC there would be 21x16 derivatives
— 21 combinations (of 7 measurements) and 16 correlated error sources

— They should be studied individually, but in the following will show them summed by off-diagonal
element (21) and by error source (16); the grand-total is always the derivative by a global scale factor

@)
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LHC m,,, information derivatives

CERNIT
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stat  iJES | bies | ams| rES Lem MC | Rad CR  PDF DIMO UE BGMC BGDT Meh  MHI | TOTAL
%-’@1)( %@'U 0.000 0.000 |-0.879 | -0.499] 0.000 -0.001 -0.021 |-0.813 | -0.324 -0.034 -0.099 -0.154 -0.022 0.000 0.000 -0.054 -2.901
}-‘f_lx g__f@l 0.000  0.000 | 0.051 0.051) 0.000 0000 0008 | 0.051 | -0.032 0002 0.019 0.035 0011 0000 0.000 0.022 0.219
K Ta1 x 27a0 | ATLI0 ATLI) ATLilaj CMSI0N CMS10j CMSII CMSlig
15t line: derivatives (all <0 !) at O correlations ATLLOI] TOTAL
2" line: derivatives (most >0 !) at nominal correlations ATLIU | -0.164 -2.901
Both normalized by info at nominal correlations ATL11aj | -0.070  -0.223
CMS10ll | -0.009  -0.026  -0.010
CMS100j | -0.020  -0.098 0034  -0.058
CMSI11 | -0.034  -0127 0045  -0.083  -0.250
I CMS1lyj| -0.107 0366 0125  -0.140  -0.376  -0.519
MINARY'
PRELI GRESS! Ta1x 2lal | ATLIO] ATLIL ATLllaj CMSI0 CMS10[ CMSLUI CMSlig
WORK IN PRO ATLL0 TOTAL
ATL11/j 0.219
ATL11aj| -0.004  0.007
Clobal Factor CMS10ll | -0.005  0.000 0.000
Ta1 x ZLao 5 001 CMS10lj | -0.001  0.001 0.000 0.000
Lot « Oy 0910 CMS11l | -0.010  0.023 0.000  -0.007  -0.001
I X gr4 : cMS11j | [0.049] -0.318 0.005 0.058 0.004 [o0a11]

« The first correlations that should be reviewed (if needed) are:

— Those between ATL10Ilj/ATL11lj, ATL10lj/CMS11mj, CMS11mj/CMS11l|
Those for the bJES, dJES and RAD error sources

* Next slides: look at dJES and bJES for ATL10lj/ATL11lj and CMS11mj/CMS11lI

@)
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LHC m,,, systematics

CERNIT
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Uncertainty Categories Size [ GeV ] Correlation
N~ ATLAS CMS pf_‘[p | PLHC
o) Tevatron ATLAS CMS 2010 2011 2011 2010 | 2010 | 2011 2011
8 [+jets | [+jets | alljets || di-l | I+ets | didl | p+jets
{o] Statistics 4.0 0.6 21 46 2.1 12 04 0 0
:l" iJES | JetScale Factor | Jet Scale Factor 04 0.4 0 0
B aJES .
5 bJES JTESh_jet JES, i UL_25 16 14 0.9
(&} cJES il
o dJES JESiignt e JESign je W21 | 07 | 21 21
= IJES residual-JES 33
o LePPt Lepton pr Scale 0.3
E MC MC Generator MC Generator 0.7 0.3 0.5 04
8 Hadronisation 0.7 0.2 (=)
- Sum Sum 1.0 04 0.5 0.4 0.1 1 0.5
8 Rad ISR /FSR ISR/FSR 25 1.0 17 0.z 0.2
= (Q-Scale 0.6 1.1 0.4 0.8
% Jet-Parton Scale 0.7 0.4 0.7 0.3
) Sum Sum 25 1.0 17 09 1.2 0.8 0.8 1 0.5
= CR | Colour Recon. 0.6 0.6 0.6 0.5 0.5 0.5 0.5 1 1
S FDF Proton PDF Proton PDF 0.5 0.1 0.6 0.5 0.1 0.4 0.1 1 1
E Jet Energy Res. Jet Energy Res. 0.9 0.1 0.3 0.5 0.1 0.3 0.2
Jet Rec. Eff. 0.5 < .05 0.2
b-tagging b-tagging 0.5 0.3 0.3 04 0.1 0.5 0.2
ET™ ET™* 0.1 0.1 04 0.4 01
DetMod Sum Sum 1.2 0.3 0.5 0.7 0.4 0.7 0.3 1 0
Underlying Underlying
UE Event Event 0.6 0.6 0.6 14 0.2 0.6 0.6 1 0
W et Norm. L6
W+jet Shape 0.8 0.1
background 0.1 0.2 0.1
BGMC Sum Sum 1.8 0.1 0.1 0.2 01 1 1
W et Norm. 0.4
QCD Norm. QCD Norm. 0.5 0.2 04 04
QCD Shape 0.4 03 19
BGData Sum Sum 0.6 0.5 1.9 0.4 0.4 0 0
Method | Method Calib. Method Calib. 0.4 0.1 1.0 0.3 0.1 0.4 0.2 0 0
MHI Pile-up Pile-up 0.7 < (.05 1.0 0.1 0.2 0.4 1 1

BLUE @ TOPLHCWG - 29" November 2012

Example:

- bJES and dJES are 100%
correlated between ATL11lj
and ATL10lj, or CMS11mj

and CMS11ll, but have very
different variances in the 2
measurements in each exp.

- The larger sensitivities of
ATL10lj and CMS11ll to
bJES and dJES with respect
to ATL11ljand CMS11mj
makes the former (overall
less precise) measurements
contribute information and
reduce the combined error by
constraining the dJES and
bJES systematics in the
latter (overall more precise)
measurements
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. . : CERN
LHC m,,, marginal combinations T

Stat iJES  alES | bIES] clES J4dIES] rJES  Lept MC Rad CR PDF  DTMO UE BGMC BGDT Meth  MHI xQ;'ndof
0.37) 0.43 0.00 | 0.66) 0.00 J0.23) 0.00 0.00 0.00 JO.80f 0.54 0.05 028 059 009 000 015 0.38
0.32| 0.36 0.00 | 0.74 0.00 (0.23| 0.00 000 007 JO.76) 0.54 0.06 024 049 010 010 012 031 0.64/1
& ATL10l] | 173.44 + 1.42 (J0.44) 036 0.00 | 0.71) 0.00 J0.18) 0.00 0.00 0.04 J0.69) 054 003 022 048 002 016 012 0.25 |2.06/2
& CMSIUI | 173.40 &+ 1.41 ([0.46) 0.38 0.00 | 0.68) 0.00 |0.09]) 0.00 0.01 0.04 |0.69] 0.55 0.01 019 048 0.01 0.16 013 0.26 |2.14/3
@ CMS100 | 173.34 £ 1.40 | 047 038 0.00 068 000 0.08 006 001 004 069 055 001 019 046 0.01 0.16 0.13 0.25 |2.40/4
& ATL1laj | 173.33 £ 1.40 | 0.47 038 0.00 068 000 007 006 001 004 069 055 001 019 046 0.01 0.16 0.13 0.25 |2.49/5
& CMSI10) | 173.33 £ 1.40 | 047 038 000 068 000 007 006 001 004 069 055 001 019 047 0.01 0.16 0.13 0.25 |2.49/6

Table 8: LHC mitop BLUE combinations with the marginal addition of only one measurement at a time. The measurements are added in the following
order: first those with A = 0, ordered by decreasing A; then those with A < 0, ordered by decreasmg |A|.

Comb. map
CMS11yj | 172.64 + 1.53
& ATL11 | 173.02 £ 1.46

 The large effect of bJES and dJES correlations can also be seen by adding
measurements one by one (order by decreasing A>0 and then decreasing [A|)
— The first 2 measurements (A>0) bring uncorrelated information (reduce statistical errors)

— The next 2 (A<0) reduce common systematics because of high correlations

» The third measurement (A = -7%) has a small effect on the combined error, but it reduces
systematics (bJES, dJES, RAD...) and pushes the statistical error much higher! It also shifts the
central value significantly. Is this reasonable or are correlations overestimated?

— The last 3 (A<O, |A\|<2%) have virtually no effect on the combination

* Note that (in general) all measurements contribute to x2even if A<0
— Itis not true that a measurement with A=0 is effectively ignored
— Why does x2not change here for a growing number of degrees of freedom?

ARY!
oK IN PROGRESS'
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Making correlations more conservative? IT

Department

S0, | think | overestimated my correlations: and now, where do | start?
— 2 -—=Is there away to (blindly) make correlations more conservative?

 We tested four procedures to reduce the nominal correlations
— Minimize information by varying one scale factor per error source (16 for my,,)

— Minimize information by varying one scale factor per measurement pair (21 for m,,,)
« This may lead into non-physical space (non positive definite covariances) — give up in that case

— Minimize information by varying one global scale factor (1 for m,,,)
— “Onionize” covariance matrices as described in the next slide

But carefully measuring correlations is much better than any rule of thumb!

@)
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The “onionization™ prescription T
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 Generalize to N measurements an observation made for two: keep each off-
diagonal covariance p;0,0;smaller than both variances o;*and o}

— We do this for each error source of uncertainty [s] (7 er)’ (o[i]m,)? (ORo)” (Thker)?
[S] [S] [S] 2 s (O—A[j}cor)g (O—B cor)2 _ (GJ[;],cor)Q (U[g],cor)g
II0'301"JA](:OI''gBjcor < (JA]cor) Vs (JE}COT)Q (chCDI)2 (Jg],cor)2 (CT[CS-],CM)Q
p'[ﬂrai[fls,coro—g,cor < (U_BS cor) s (Jf}cor)Q (@ Bcor)2 ( g],cor)g (J.[S],COI)Q

Opcor = OBeor = OCcor = OD,cor

— This may lead to underestimated p and is not even enough to ensure “conservativeness”
« But it may help avoid strange effects with highly correlated errors of very different sizes

RY!
pRELlMlNA ss

« Example: covariance for the RAD uncertainty

— e.g. reduce the covariance for ATL10lj and ATL11lj (very different variances: 2.5 and 1.0)
CMS111 050 0.61 0.73 039 091 0.65 0.94 CMS11l 0.59 050 0.59 0.59 0.59 0.59 0.59 CMS111l 0.59 0.59 059 0.39 0.59 0.59 0.59
CMS11gj | 061064 0.75 040 0.95 0.68 0.98 CMS11xj | 059 | 0.64 0.64 0.64 064 0.64 0.64 CMS11yj | 059|064 0.64 0.40 0.64 0.64 0.64
CMS101 0.73 075 0.89 048 1.12 0.80 1.15 CMS101 0.59 | 0.64 | 0.890 0.89 0.89 0.89 0.89 CMS101 0.59 | 0.64|0.80 0.48 0.89 0.80 0.89
ATL11]j 0.39 1 0.40 | 0.48 | 1.02 {0.60 1.72 2.47 ATL11]j 0.59 | 0.64|0.80) 1.02 1.02 1.02 1.02 ATL11]j 0.30 | 0.40 | 0.48 | 1.02 ] 0.60 1.02 1.02
CMS101] 0.9110.95]1.12 1 0.60 | 141 1.01 145 CMS107j 0.59 | 0.64 | 0.89 | 1.02 | 1.41 141 141 CMS10j 0.59 | 0.64 | 0.89 | 0.60 | 1.41 1.01 1.41
ATL11aj | 0.65|0.6810.801.72] 1.01 | 2.80 4.16 ATL11aj | 0.59 | 0.64 |0.89]1.02| 141 |2.89 2.89 ATL11aj | 030|064|080]1.02]1.01]|28 289
Table 13: Onionization of the RAD covariance. Nominal RAD. Table 14: Onicnization of the RAD covariance. Onion upper bound. Table 15: Onionization of the RAD covariance. Onionized RAD.

OLD MAX

I\-IEW! Y
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LHC m,,, — conservative correlations? T
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Comb. Miap Stat iJES bJES | dJES | rJES Lept MC Rad CR PDF DTMO UE BGMC BGDT  Meth MHI x:’;'ndol'
JUNE 2012 TOP WG | 173.33 + 1.40|[ 0.47] 038 068 [0.07 [0.06 0.01 0.04 069 055 001 019 047 001 0.16 0.13 025 2.49/6
MinimizeGlobalFactorl | 173.20 + 1.41|[ 0.40] 036 071 [0.19 [0.05 001 006 071 053 004 022 047 004 014 012 026 2.11/6
MinimizeErrorSrel8 173.22 + 1.44| 035] 035 072|025 |0.02 0.00 0.09 073 054 005 024 048 010 012 0.12 0.29] 1.97/6
Onionize 173.08 + 1.44)| 0.31] 033 072|026 |0.01 000 007 076 054 006 024 047 009 010 0.11 028] 1.67/6
MinimizeOffDiagonal2l | 173.02 £ 1.46) 0.32| 0.36 0.74 | 0.23 |0.00 000 007 0.76 054 006 024 049 010 010 012 031 | 1.83/6
CMS11yj @ ATL11]] | 173.02 + 1.46)[ 0.32] 036 0.74 | 0.23 [0.00 0.00 0.07 0.76 054 0.06 024 049 0.10 0.10 0.12 031 | 0.64/1

NO CORRELATIONS [ 173.25 + 1.05)| 0.30] 0.22 048 |0.39 009 002 008 047 029 007 019 032 007 016 011 0.18| 1.09/6

« Largest combined error (most “conservative” result) is found by minimizing
iInformation when rescaling correlations independently for the 21 pairs
— Resultis identical (but for the x2) with the combination of CMS11pj and ATL11jl alone
— Checked that 20 information derivatives are O (for all covariances but that of CMS11pj and ATL11jl)
— Two BLUE coefficients for CMS11pj and ATL11jl are > O; five others are O (remember dI/dM; ~ -AA)
— The most conservative option consists in not using the results with A<O!

« Some negative BLUE coefficients remain for the other two minimizations
and (fewer) for the onionization procedure

 All of these procedures change the sys/stat balance, not only the total error!
— Nominal correlations: lower total error and systematics, higher statistical error
— Modified correlations: higher total error and systematics, lower statistical error

PRELIMINARY:E s y
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Recommendations? T
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« Assume you have chosen your best estimate of correlations (“nominal”)

- If all A>0 at “nominal” correlations, you are in a low-correlation regime
— Even if correlations are high, their estimates are “conservative” enough: they do not
increase the available information, they decrease it — nothing to worry about! ©

« If some A are negative, you are in a high-correlation regime

— You should be aware that these high correlations are adding information!
» Effectively, the measurements with A <0 are only adding information through these correlations

— We advise that all correlations should then be reviewed on a case by case basis
» There are legitimate cases where high correlations exist and may help you constrain common
systematics (e.g. you varied same MC parameter or depend on a common E, .., measurement)

« But if you “conservatively” estimated correlations to be 100%, then you are definitely wrong!
— If correlations are overestimated, you are certainly underestimating the combined systematics, even more
than you are underestimating the total combined error — and your central values are shifted, too

 What can you do to provide a more realistic (or “conservative”) estimate?
— Prioritize the correlations to analyze, using information derivatives
» Then measure these correlations with your data and MC if this is possible
— For correlations you cannot measure precisely, consider some of the tools we presented
* You may try to minimize information in those correlations alone, or try the onionization procedure
(if og for A and B is correlated, and og g > Og A, Strip out 0%g g = 0% g-02%g 4 @s uncorrelated)
— If you have no clue, omitting the measurements with A <0 is the most conservative option

@)
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Summary:
“relative importance” revisited and conclusions
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LHC m,,, marginal information weights SR

Department
_ Split #1
e Al : N Al l,04=0.507 p
[GeV] | [1/GeV?] TN T fom=1~In~lg= 5~ 5 Miop AT [
CMSHyj [ 17264 £ 153 0425 | 84.3% | 65.7%] 83.8% oAy [GeV] | [1/GeV?] A
ATLUL | 17453+£239 | 0175 | 20.9% | 23.3%| 34.5% [CMS11yj [ 17264 £153] 0425 ] 84.3% | 65.7%
ATLI0G | 16033 +6.32| 0025 | -68% | 53%| 49% Low corr. — — — —
CMSUI | 173302296 | 0114 | 48% | 37%| 225% |  Splitlow and high ATLU | 1532230 ] 0175 | 20.9% | 23.3%
OMSION | 17550 =649 | 0.024 | -19% | 15%] 4.7% correlations by Low corr — 08y ]
ATL11aj 174,00 + 4.44 0051 | 04% | 03%l 100% rescallnglc as ATL10G | 169.33 £ 6.32 0025 | -6.8% | 5.3%
CMSI0 | 17310£341)  0.086 | -02% | 0.2%] 16.9% = e D T pecid I B
Corelat 0300 —" (uD~t¢) \High corr — 0.030 — —
R RERIAT iooln;'e For adding ATLION, | VT | 30£200 | 011 803
=4 y 7 7 3
o =zl 2 A il Wit this factor is 0.543 Low corr. - -0.114 - -
split #0 High corr. — 0.006 — —
CMS100l | 175.50 = 6.49 0.024 | -1.9% 1.5%
Low corr. — -0.024 — —
High corr. — 0.003 — —
ATL11aj | 174.90 + 4.44 0.051 | -04% 0.3%
“Split #0”: information weights (IW) from Part | of this talk ;‘:;f:;r‘r B ggg; R
— One IW per measurement and one for all correlations together CMSI0f | 173.00 < 3.41 0086 | 027 | 0.2%
. . . . L . — -0.086 — —
“Split #1”: one possible way to split up IW for correlations H?;f:;‘r B oo | | _
- 32|elt“I:nl;rigﬁ(rzgql?L?Eerz:trizﬁr;gﬁgj\/l’l’ measurements | Total 173.33 £ 1.40 0.507 | 100.0% | 100.0% | 100.0% | 100.0%
* This requires a ranking by BLUE coefficient
* Two measurements contribute 0.0% information if they are added last
More complex ways to split this up may be more satisfactory IMlNARY‘ |
— It would be nice to treat differently negative/positive information PREL ROGRESSI
contributions in low/high correlation regimes WORKl

@)
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Conclusions I T
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« We propose to use information contributions (instead of absolute BLUE
coefficients) to assess the “relative importance” of measurements

— One contribution to information comes from the correlations between the measurements
and cannot generally be attributed to any one of them individually

— Marginal information inflow is a possible alternative but implies a ranking

* Negative BLUE coefficients indicate a “high correlation” regime

— Itis crucial to properly assess correlations in this regime: overestimated correlations
may lead to largely underestimated combined systematics

« We propose a few tools to help a critical review of correlation estimates
— Derivatives of information may help to prioritize the most sensitive correlations
— Information minimization and covariance onionization may help be more conservative
— Understanding the marginal inflow of information from the addition of one measurement
to the combination may help decide what to do with it
— Of course the ideal solution is to measure correlations in the data and MC

High correlations have a large effect on the combination:
as much effort should go into properly estimating correlations than individual errors

@)
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Some useful references T
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A. C. Aitken, On Least Squares and Linear Combinations of Observations,
Proc. Roy. Soc. Edinburgh 55 (1935), 42
— The first published description of the BLUE technique (AFAIK)

« L. Lyons, D. Gibaut, P. Clifford, How to combine correlated estimates of a

single physical quantity, Nucl. Instr. Meth. A270 (1988) 110
— Extensive discussion of correlations and negative weights for two measurements of a
single observable! A very useful read! ©

« A. Valassi, Combining correlated measurements of several different

physical quantities, Nucl. Instr. Meth. A500 (2003) 391
— Generalization of Lyons formulas and computation of individual error contributions for
many observables (e.g. LEPEWWG)

- F.James, Statistical Methods in Experimental Physics (2"d Edition), World
Scientific (2006)
— A very useful textbook covering information and estimation

« A.van den Bos, Parameter Estimation for Scientists and Engineers, Wiley-
Interscience (2007)
— Another very useful textbook covering information and estimation
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Negative weights (and absolute weights) @ Tevatron

CERNIT
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|Wi|Iz |Wilfin the Tevatron combination

http://arxiv.org/pdf/1107.5255.pdf

FERMILAB-TM-2504-E
TEVEWWG /top 2011 /xx
CDF Note 10549

DO Note 6222

July 2011

Analysis
Run I published Run Il published Run II preliminary
CDF Do CDF Do CDF
I+jt di-l allh I+jt di-l 1+jt di-1 Lxy 14t di-l allh Met
Pull +0.40 —0.51 +1.12 +1.3%5 —0.37 | —0.23 —081 —0.67 1.52 0.2y | +0.40 —0.36
Weight [3] | —4.7 —-1.0 —0.8 —0.0 —0.2 | 4366 414 +0.8 +#27.2  #15 | 140 6.7

The weights of some of the measurements are negative. In general, this situation can occur
if the correlation between two measurements 1s larger than the ratio of their total uncertainties.
This 1s indeed the case here. In these instances the less precise measurement will usually acquire
a negative weight. While a weight of zero means that a particular input 1s effectively ignored
in the combination, a negative weight means that it affects the resulting M, central value and
helps reduce the total uncertanty. To visualize the weight each measurement carries in the
combination, Fig. 2 shows the absolute values of the weight of each measurement divided by

the sum of the absolute values of the weights of all input measurements.

BLUE @ TOPLHCWG - 29" November 2012
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Information T
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General definition for many observables

(x) _ r9logp(y; X) dlog p(y: X)
ICIIS =FE [ 8)(0, ax 3 ]

_ [ 9logp(y: X) dlogp(y; X)
X, X5

For multivariate Gaussians (as in BLUE assumption) everything
becomes much easier

1 -
PYiX) = Gt My © ZZ(y UX)i M5 (y = UX);)

31;-'

p(y:; X)dyr ... dyn

Information becomes X)
Tog = UM U)ap

related to the BLUE covariance cov(ia , #5) = f:z,xa Mij Agj = UMTU) ]
i=1 j=1 |

by |cov(Za.Zg) = (I{X))c_;é

l.e. BLUE is efficient (satisfies the Cramer Rao lower bound)

@)
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What Iif correlations are fixed a priori? !)Ipartmem

* Fixing o, and p and varying og, the result is somewhat surprising,
but completely in line with the previous comments:

oy=sart(oa?*op?*(1-p2)/(0p%+0g2-2*p*0p*0p))

F 0=0.00 "
p=0.50 = ===
Y e L R —
12 -
1 " B e ik - _f:.—..:a.
’ /—-
S e
& 17 N\ i
() ‘ \ :
0.6 | i 5
’ e N
741 .-....""' ..
0.4 -../Iii -------
0.2 //l
0
0 1 2 3 4 2

og/op

* Oncein the high-correlation regime (og>0,/p), the higher is oy,
the higher the total information and the lower the combined error!
— The better you measure B (as long as 0g>0,/p), the worse the combination!
— The derivative of total information with respect to (1/ag)? is negative — it is actually Ag!

@)
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Integrals T
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« We also considered using integrals of the dl/df information
derivatives to split up the information weight of correlations

— The differential of | for a step in the multi dimensional space of rescaling factors can
be easily written as the sum of contributions from each off-diagonal element in each
error source, individually

— Integrate this by defining a “path” to transform 0 correlations (all scale factors = 0) to
nominal correlations (all scale factors = 1)

— Use two segments of straight lines, from 0 to a minimum (e.g. minimum by off-
diagonal element) and then up to nominal values, to further split up two separate
contributions in the low-correlation and high-correlation regimes

« Some interesting results but in the end why bother?
— Derivatives alone provide useful tool to prioritize correlations to re-analyze

— Marginal information analysis seems to be a more natural and better fit to split up
“contributions to knowledge” if really needed

» series converges quite fast in high-correlation regime because we start from minimum (only
A>0) and we then add measurements in a carefully chosen order
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A=0 — information vs. x? Ll_partmem

* A measurement with a zero weight A,=0in a BLUE combination
does not contribute any information...
— l.e. it does not reduce the variance of the combined estimate

* ... but note that it does contribute to the x?calculation

— the x2is essentially a weighted sum of the products of the differences to the
estimate, with weights (M), given by the inverse of the covariance matrix

— the three sets of “weights”, BLUE coefficients, information weights and 2
weights are all equal to 1/o02 if there are no correlations

« Useful to assess if correlations are correctly estimated
— similarly, measurements with A,<O also contribute to the x?

@)
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The problem with absolute values =T

Department

2
T4 PABTAORB

0
- Take A, B, C, with C uncorrelated to A or B: (pABgAgB o |0 )
0 0 |a?

~ (M)ap/(0%)an

« Combining A, B, C gives the same result

. . _ (Aa)aBc = oD)an + 1/02
as first combining A,B and then adding C: v c
I | 1 Opane — B)aB/ ()4
(D’%)ABC N (J%)AB UE—; 1/(012?)143—1-1/0%
JQ
(Ac)aBc = l/oc

1/(02)ap +1/0%

* Intuitively, the relative contribution of C is its “information weight”

W) B Ie B l/cr% ~ (o) B (Ac)arc
CABC T Io¥Iap 1/(032;)AB +1/02 O ARG R
while the “relative importance” based on absolute values is

(Rlg)aBc = (Ac)anc|
>1 - [(Aa)aBel + [(AB)aBc| + [(Ac)aBe

 Two issues if p,g>0,./0 : first, Rl underestimates the contribution of C;
second, RI gives different results for (A,B,C) and for (AB,C)!

(RIc)aBc < (Rle)apec = IWe)ape = IWe)ape ifp>oa/op

@)
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Two measurements of 1 observable T
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« For two measurements A, B with errors o,< oz and correlation p:

) 2
Y = Aaya + AByB A4 = S E
L 2 f:ri—kcr% — 2poa0R
- 1
J% _ QG’ACTQB( . p°) =7 Ny = 04 — poaog
04 + 0% —2poaop 0% + 0% — 2poa0p

 The effect of correlations was extensively discussed by Lyons et al.

— Fixing 0, and oz and varying p, the combined error has a maximum (equal to g,) for p=0,/0g, which
is where Ag flips sign from >0 to <0

°Q2=0A2*OBZ*( 1'02)/(0A2+UBZ'2*9*0A*OB)

For og/lo,=2, p<0.5is a

)\A,B=(OB,AZ-O*OA*OB)/(UAZ+052-2*D*UA*OB)

L 1 LS. : -
14 [ yoal -1 low-correlation regime 3¢ ——
21 I T where all A>0 : o el
. Pp/Op= 10, =mmmme=e = 2
1.8 |- L 7 3
1 - ! . / 1t BLUE coefficients -
A" N L HE -
Nt;t 0.8 ""I‘ ’\~ ‘, £ / « of -
f(E_ ,'/’/ ™ ‘/ "\, \)/ : 8161
g -2 ! . 0.2 s
0.6 y 4 /‘/ 3 R For 0g/0,=2, p>0.5isa 7 i SN -
5% Fd P v % 14 high-correlation regime -0 %
4 //,/" / —\ where Ag<0 e
o 4 g A 12
% \‘3 -1 -08 -06 -04 -02 0 02 04806 08 1
/s \ P
0
-1 -08 -06 -04 -02 0 02 04) 06 08 1 A. VaIaSSi, R. Chierici — 38
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IW’s in two measurements of 1 observable T
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By construction the sum of all information weights (N meas. + 1 correlation) is =1

Information weights IWa g=(1/sa g2)/l and IWcor=1-IWa-IWpg “Relative importance” Rlag=|Aagl/(|Aa+]2s])
1.8 — T T T T
1.6 IW, for 0g/ox=2.0 — GB/GA—Z Rl for 0g/0,=2.0
i IWp for 0p/Op=2.0 =w==meen=- Rlg for Op/Op=2.0 ==sesmeas
14 IWcor for Og/0a=2.0 = === ] =
1.2 1.2
1 |- 1
0.8 |iadn - 0.8 e
06 - ;- e AL 0.6
g 0.4 ,\)“(‘/ \, = 0.4 ]
s ~_ ’ g
= 02 s T £ | I I O D - -
o S e ,’N 0 ——— ;o
diis ~d_ N i 0.2
0.4 ‘g'g
0.5 IW —078 |7\a|/2|7\4|
-0.8 ) ) i '1
-1 g ; i i i
; H 3 9
-1.2 1 -08 -06 -04 -02 0 02 049" 06 08 1
-1 -08 -06 -04 -02 0 02 04%'%o06 08 1
p=0,/05=0.50
Information weights IWa g=(1/sa,82)/l and IWcor=1-IWa-IWg "Relative importance” Rlag=|Aagl/(|Aa+]2s])
18 W, for Og/os=1.1 — Rl, for 0g/oa=1.1 —
A for og/op=1. / —_ A B/0a=1. -
16 IWg for Op/Oa=1.1 -semmeemes GB GA—l . 1 Rlg for Op/Oa=1.1 seemseeces
1.4 i e
IWcor for og/oa=1.1
1.2 1.2
1 |- 1
0.8 f o s 0.8 W
0.6 s T o ™o 0.6
5 04 e, e = 04 s
: =il e,
= 02 ”__#4%"“' e 0.2 ]
~ 0
0 =
0.2 IW > i 0.2 7\, / 7\‘
0.4 W i -g.g E ,
0.6 = , Be
0.8 " - =
2 -1.2
-1.2 . 1 08 -06 -04 -02 0 02 04 06 080" 1
1 -08 -06 -04 -02 0 02 04 06 o081 : / 0.91
P p=0,/05=
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Most “conservative” correlation: largest combined error,
minimum (largest negative) information weight from correlations Y
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: : CERN
Two measurements — interpretation T

Department

 Low correlation regime, Az>0 (i.e. 0,2- po,og > 0) >0 (positive definite matrix)
— The covariance can be seen as the sum of a common error and an uncorrelated error——7

( o2 POATR ) B ( POACRB  POACR ) N 0% —poACE 0 )
2 - 2
POAOB g PIAOB  POAOB / com 0 O~ POATB / unc
— You can combine based on the uncorrelated error (compute statistical weights from basic error

propagation) and add the common error only at the end
« Remember: this happens if the off-diagonal covariance po,ogis smaller than the smaller of the two variances 0,2
(this will be used later in our “onionization” prescription proposal)

— Adding the less precise measurement B to the combination brings in additional information
because B contributes independent (uncorrelated) knowledge about the unknown parameter

« High correlation regime, A;<0 (i.e. ,2- po,o; <0)
— The covariance can NOT be seen as the sum of a common error and an uncorrelated error
« Subtracting a common error matrix po,0g from the covariance would give a non-positive-definite matrix
* The covariance can instead be seen as the sum of a common error and of a 100% positively correlated effect
— Adding the less precise measurement B to the combination brings in additional information
because B helps to constrain a correlated error on A to which it has a different sensitivity
» There are cases where this is perfectly legitimate: you may leverage on the different sensitivity of two
measurements to a common background or a common MC parameter to reduce the uncertainty on them
« But this may effectively (and incorrectly) happen also if correlations are being overestimated

 Boundary is A;=0 —where B brings no additional information
— Adding the less precise measurement B to the combination brings in NO additional information
because its error has a part common with A plus an additional “uncorrelated” component

@)
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: : CERN
Two measurements — interpretation T

Department

 Low correlation regime, Az>0 (i.e. 0,2- po,og > 0) >0 (positive definite matrix)
— The covariance can be seen as the sum of a common error and an uncorrelated error——7

( o2 POATR ) B ( POACRB  POACR ) N 0% —poACE 0 )
2 - 2
POAOB g PIAOB  POAOB / com 0 O~ POATB / unc
— You can combine based on the uncorrelated error (compute statistical weights from basic error

propagation) and add the common error only at the end
« Remember: this happens if the off-diagonal covariance po,ogis smaller than the smaller of the two variances 0,2
(this will be used later in our “onionization” prescription proposal)

— Adding the less precise measurement B to the combination brings in additional information
because B contributes independent (uncorrelated) knowledge about the unknown parameter

. . . ya = }ftrue + ‘5(:0111 - )\B 6c0r
« High correlation regime, A;<0 (i.e. 6,2- p0,05 <0) [yp = VYirwe + Scom + M adeor
— The covariance can NOT be seen as the sum of a common error and an uncorrelated error
« Subtracting a common error matrix po,0g from the covariance would give a non-positive-definite matrix
— The covariance can be seen as the sum of a common error and of a 100% positively correlated effect

2 2 2 2
o e S A — A4\ >0
( A ATE ):( v 32/) +(J?4+J?9—2PUAUB)( N ‘;BL)—>
POAOCR OB U}'} U}’} com —AAAB /\_,:1 cor

— Adding the less precise measurement B to the combination brings in additional information
because B _helps to constrain a correlated error on A to which it has a different sensitivity

 Boundary is A;=0 —where B brings no additional information
— Adding the less precise measurement B to the combination brings in NO additional information

because its error has a part common with A plus an additional “uncorrelated” componen @ Y
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. . . . CERN
Marginal information inflow T

Department

How much info does the Nt measurement add to a combination with N-1?
— Call M the NxN covariance and D the (N-1)x(N-1) covariance ( D ¢ )

— Call c the (N-1) dimensional vector of covariances of the Nt measurement M =
— Call d the variance of the Nt measurement
— Define u as an (N-1) dimensional vector of 1’s — contraction by this vector is a sum on N-1 indices

c d

The marginal information from the N'" measurement is always 2 0 [van den Bos]
B : o " . .
The information inflow Al fro_m the N measurement is minimum for A = 0 (uD_lc) _1=0
(i.e. the Nt measurement brings no marginal information)
— This is a hyperplane in the N-1 dimensional space of correlations of the Nt to all other measurements

But the BLUE coefficient for the N'" measurement is Ay o« — (@D~ 'c) — 1)
— In other words, Al=0 implies A=0 and viceversa!

The hyperplane A =0 separates the space of correlations into two half-spaces:
— Low correlation regime (including c=0), where A>0
« Here AI>0 because the N'" measurement adds independent (uncorrelated) information
— High correlation regime (not including c=0), where A,<0
« Here AI>0 because the high correlations of the Nt measurement help reduce common systematics
* Note that rescaling all covariances downwards by a common scale factor to o 1 c
would effectively reduce both Ay and Al to 0 (aD-1le)

@)
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Information inflow I T

Department

« How much additional information does the nth measurement add to
the previous combination with only n-1?

e The inverse of the covariance matrix M = ( 1? ¢ )

c d
_1, (D 'e)(eD ) (D~ 'c)
s M-l D™+ o5 I—(cD1c)
“ —(eD1) |
(D Tc) I—(cDTc)

« Defining U as a vector of 1’s, it can be shown [vanden 805 that the
information contributed by the nth measurement is

(@D~"e) —1)°
i— (@) ~ "

I.e. the inflow of information is always non-negative
— Itis simply equal to 1/d (inverse of variance of n!" measurement) if all correlations are 0

@)
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. . . CERN
Information inflow and correlations T

Department

« Theinflow Al is zero for AI =0 = (aD7lc¢)-1=0
— This defines a hyperplane in the n-1 dimensional space of covariances c
between the nt" and all other measurements

UMt 1 (@D le) -
means that A\, = I X 4= (@D- 1C)

— In other words, Al=0 implies A,=0 and viceversa!

e But )=

 The hyperplane A,=0 (Al=0) separates the space of covariances c

Into two half-spaces: Ay

— Low correlation regime (including c=0), where A >0
« Here AI>0 because the n'" measurement adds independent information
— High correlation regime (not including c=0), where A <0

Ay €0 = (@D 'e)— 120
« Here AI>0 because correlations help reduce common systematics!

— If one suspects that correlations are overestimated, rescaling downwards the
covariance by ¢ = ———c effectively reduces both A and Al to O

(uD-1le)
« This generalizes to n measurements the discussion of correlations
for 2 measurements in the Lyons et al. paper Y
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Information sensitivity to p; =T

Department

What is the effect on Fisher’s information (i.e. on the combined BLUE error) of
a change in the correlation p; between two measurements y; and y;?

— Keep the N variances o; fixed and vary only the Nx(N-1)/2 correlations p;
— Using matrix derivatives [van den Bos], it IS easy to show that the derivative of the information with respect

to the correlation p;is  gJ
| = —2I*\i\j\/oi/T;

8491';

« The Nx(N-1)/2 dimensional space of correlations is split into two regimes:

— Low correlation regime (including “p..=0 for all ij”), where all A>0
« All derivatives are negative: increasing any correlation decreases the information
(i.e. increasing any correlation increases the combined error — correlations “conservative”)

— High correlation regime (not including “p;=0 for all ij"), where some A<Q
* Some derivatives are positive: increasing those correlations increases the information
(i.e. increasing those correlations decreases the combined error — correlations not “conservative”)
— The boundary between the two regimes is a hypersurface where some of the Aare =0
« Information is locally minimized (derivatives are 0) with respect to some correlations
* We checked numerically in some examples (see next slides) that the global minimum of the
information (the “most conservative choice of correlations”) requires that all A are either > 0 or = O:
in other words, a conservative option consists in removing the measurements with A<O

@)
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Information sensitivity to M, =T

Department

: : : dA! 1 0A 1
» Keeping in mind that 5, - =45, 7oA wandensos) and I=UM'U | the

partial derivatives of information Wlth respect to a vector v, are:
O _ 1M, < OM

Ovp vy, vy

- Deriving with respect to the off-diagonal element M;=M,, (i#j) yields

ol OM 1 ifi="Fandj =1,
— = —219)\1-)\3- because (a Vi ) — Sk +0udy =< 1 ifi=landj=Fk,
13 JVI ij ij / kl 0 otherwise.

 This shows again that the n(n-1)/2 dimensional space of

correlations is split into two regimes:
— Low correlation regime (including “M..=0 for all ij’), where all A>0
 All derivatives are negative: increasiﬁg any correlation will decrease information
— High correlation regime (not including “M..=0 for all ij”), where some A<0
« Some derivatives are positive: increasinthhose correlations increases information
— The boundary between the two regimes, where information is minimized as

dl/dM=0 (“most conservative” correlations), requires that some A=0
» In doubt, a conservative option consists in removing the measurements with A<O

@)
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T . ) CERN
Is p=100% “conservative™? T

Department

 Simple case of two measurements. We want: i S
PecorT A,cor? B,cor < (ggl,unc + g?il,cor) e et il
12 0p/0a=10. === -
Pecor? A,cor? B cor < (JQB,unc + g%,cor) 2&\
1 : £33 3
g A X5 \
« Then: T A cor < OB ,cor ‘(“5: /7"// ; "\ :,
2 2 R e e A
r;-’rfl,urnc + r:’rfl,-:-::-r 1 T A ,co 0.4 VAV 4 ) § “
Peor = 5 X /',//‘/,/” \
T A,cor? B cor (U A cor ) T B cor 02 /,/, & '\\"‘
T A 0/ ‘“
-1 -08 -06 -04 -02 0 02 04306 038 1
« Always true for statistically dominated ;
Pcor{cons)=min(1,(1/(0a,cor/0a)2)*(O cor/T8,cor))
T A unc = T A cor and T A unc =>> 0B ,COT w0 l"B'C"'jl“Amffli‘(l’_:__ §
| p conservative 8:;22:53::22%0
« If systematic dominated, rho<1 only if: : \ e
5 0.8 ‘\ \
(JB,CDI‘,'/JA:CDI') = (UA/JA,CDI')Q & o6 : % %
0.4 < S
 For N measurements (rather: unknown R £ s e
correlations) the procedure for finding "0 01 02 03 04 05 05 07 08 05 1
the maximum error is much less defined ety

_LTNIN }
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CERNIT
Derivatives w.r.t correlation re-scale factors

Department

« Can use derivatives to analyze which correlations (between which 2
measurements) and error sources have largest effect on information
— Rescale ME — ()l { fME e with 0 < <1

Y ME i =,
using a different rescaling factor for each off-diagonal element and error source
s IM:. _— or N2ys 3 gls]
_ It - — AL\
From M, = Z( ) Zf you get af,[?f =M’ that implies af,[;.] 2(07) " A MG
s=1 Y .

* Inthe following we will aggregate these derivatives (21x16 for m,,) to
reduce complexity, by off-diagonal element (21 for m,,) oy & or

ol or —
and error source (16 for my,) = Z . 0fis Z ors
f <] dfs
— Total is the derivative by a global scale factor ﬂ or' or ar
Z; af de[s Z_,;;é‘ﬁ,J
s 1 ij i

— We will normalize the derivatives to the total information at nominal correlations, so that
the derivatives become a-dimensional numbers

@)

BLUE @ TOPLHCWG - 29" November 2012 A. Valassi, R. Chierici — 48 <7/



. . . . CERN
Minimizations IT

Department

 We studied two procedures to modify the nominal covariance and
reduce correlations (e.g. because they have been overestimated)

— Rescaling correlations as described before and minimizing information
— A procedure called “onionization” that we describe later on

 We minimize information (i.e. maximize the error to be as
“conservative” as possible) with respect to the three sets of
rescaling factors described in a previous slide

— Vary one rescaling factor per error source (16 for m,,)

« For a given error source, use the same factor for all off-diagonal elements (i.e. for the whole
partial covariance for that error source)

— Vary one rescaling factor per off-diagonal element (21 for my,,)
» For a given off-diagonal element, use the same factor for all error sources
« This may lead into non-physical space (non positive definite covariances) — give up in that case

— Vary one global rescaling factor (1 for my,)
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T . . . " . CERN
The “onionization™ prescription T

Department

How can we ensure that S5, pbho s b < (3 ane + 2o (05ken)?) 2 (%)

<
ESS lp‘[ﬂrgg corJ][EIES]cor < (O—B RiNiTe + Es 1 ][E*';]cor)g)

¢ We ConSIdered pLﬂrJE]corgg]cor (ng JInc + ES —1{0A500r)2) Vs

<
5 2 2 \H.' .
p'[3'3]'r0-4[*3x cor 01[3 cor < (G—B,unc + Es’zl(gl[?) (]:or) ) v

¢ But We prefer the “onlonlzatlon,, (UE},COI)Q (04 cor) (O—x[icor)g (JA cor) n \
. . S5 2 | (o 2 (2 (s 2
of every source of uncertainty: remain < | i« | B]m) (o) ( Bwr)
(JA,COI')Q (JB cor)2 (gC,cor)2 (JC cor)2
[s] |l s]
. . p'[:‘i}r O—Lls]corgg] cor g (G—Ll]cor ) 2 "-.;.-'rS (JA,COI)Q (JB cor)2 (gC '::01')2 (O—D,cc’r)2 c
l.e. . s] _[s] 5] _ (s} g )
Peor JA COI‘D_B .cor - UB CCll‘) VS TA cor = OB,cor = IC,cor < ID,cor

 However this may transform overestimates of p into underestimates
— It means assuming that the difference in sensitivity between measurements to a given

systematic effect cannot be used to constrain or determine the actual size of that effect
* Which is generally wrong — there are legitimate cases for exploiting this leverage effect
— And with >2 measurements this condition (*) is not even enough to ensure A>0 for each A

« Of course the only correct way forward is
— measure the correlations between measurements (from the data, the MC parameters...)
— if not possible, assess case by case whether 100% (or e.g. onionizing) is appropriate
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Onionization example — RAD @ LHC m,, T

Department
CMS11il 059 061 0.73 039 091 0.65 094 CMS11il 0.59 059 059 059 059 059 0.59
CMS11pj 0.61 064 0.75 040 095 0.68 0098 CMS11pj 0591064 064 064 0.64 0.64 0.64
CMS101l 0731075089 048 1.12 0.80 1.15 CMS10il 0591064089 0.8 0.89 0.89 0.89
ATL111; 039040048 |1.02 060 1.72 247 ATL11{j 0.59 [ 0.64|0.89|1.02 1.02 1.02 1.02
CMS101j 0911095 1.12(060| 141 1.01 145 CMS1014j 059 (0.64]|0.89|1.02|1.41 1.41 1.41
ATL11aj 065068 |0.80(1.72|1.01289 4.16 ATL11aj 0.59010.64|0.89|1.02|1.41 280 2.9
ATL10{; \ 0.94]0.98 | 1.15 | 247 | 1.45 | 4.16 W} ATL10{j 0.5910.64|0.89 | 1.02 | 1.41 | 2.89 W
Table 13: Onionization of the RAD covariance. Nominal RAD. Table 14: Onionization of the RAD covariance. Onion upper bound.

cMs11l [ 059 059 0.59 0.39 059 059 0.59 )
CMS11uj | 059|064 064 040 064 064 0.64
CMS10il | 0.59|0.64]0.80 0.48 0.89 0.80 0.89
ATL11 | 039|040]048]1.02 060 1.02 1.02
CMS10l; | 0.59|0.64]0.89]0.60]1.41 1.01 1.41

ATL11aj 0.50 | 0.64 | 0.80 [ 1.02 | 1.01 | 2.80 2.89 PRELIMINARY!
GRES
ATL10  \ 0.59 | 0.64 | 0.89 | 1.02 | 1.41 | 2.89 | 5.98 WORK IN PROC

Table 15: Onionization of the RAD covariance. Onionized RAD.
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LHC m,,, — conservative correlations? T

Department

Comb. Miap Stat iJES BJES dJES rJES  Lept MC Rad CR PDF  DTMO  UE BGMC BGDT  Meth  MHI | x2/ndof

PUBLISHED 173.33 £ 1.40 | 047 038 068 007 006 001 004 069 055 001 019 047 001 016 013 025 2.49/6
MinimizeGlobalFactorl | 173.20 £ 1.41 | 0.40 036 071 019 005 001 006 071 053 004 022 047 004 014 0.12 0326 2.11/6
MinimizeErrorSrel8 173.22 +£1.44 | 035 035 072 025 002 000 009 073 054 005 024 048 010 012 012 0.29]1.97/6
Onionize 173.08 £ 1.44 | 0.31 033 072 026 001 000 007 076 054 006 024 047 009 010 011 0.28] 1.67/6

MinimizeOffDiagonal21 | 173.02 £ 1.46 [J0.32 036 074 023 000 000 007 076 054 006 024 049 010 010 0.12 031 | 1.83/6
CMS11pj & ATL11 173.02 £ 1.46 (J0.32 036 074 0.23 000 000 007 076 054 006 024 049 010 010 012 0.31 | 0.64/1
NO CORRELATIONS | 173.25 £1.05] 039 022 048 039 009 002 008 047 029 007 019 032 007 016 0.11 018 1.09/6

Table 9: LHC mop BLUE combinations with nominal and modified correlations. From top to bottom: published results with all 7 measurements and
nominal correlations; all correlations rescaled by 1 global factor, maximizing the error; correlations rescaled by 18 scale factors, one per error source,
maximizing the error; onlonzation of the covariance matrix in each error source; correlations rescaled by 21 scale factors, one per off-diagonal element
(same factor for all error sources), maximizing the error; results with only the two measurements with positive A and nominal correlations; all correlations
set to 0 everywhere. From top to bottom, the combination essentially moves from a high-correlation regime to a low-correlation regime, possibly passing
through the absolute minimum at the minimization by off-diagonal element, which seems to coincide with the combination with two measurements.

* Absolute minimum is most likely at “MinimizeOffDiagonal21”
— Checked that 20 information derivatives are O (for all covariances but that of CMS11pj and ATL11jl)
— Indeed (remember dI/dM; ~ -AA; !) all 5 lambdas become 0 except for CMS11pj and ATL11jl
— Not surprisingly results coincide with the combination of CMS11pj and ATL11jl alone, but for the 2
— A very conservative option consists in not using the results with A<Q!

« Some negative BLUE coefficients remain for the other two minimizations

and (less) for the onionization procedure
— Note again that all of these procedures change the sys/stat balance, not only the total error!
— Some of these procedures may also not be completely physical (covariances not positive definite?)

« Carefully measuring correlations is much better than any rule of thumb!

|
LIMINARY! y
PRE GRESS!
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. CERN
Recommendations? T

Department

« Assume you have chosen your best estimate of correlations (“nominal”)

- If all A>0 at “nominal” correlations, you are in a low-correlation regime
— Even if correlations are high, their estimates are “conservative” enough: they do not
increase the available information, they decrease it — nothing to worry about! ©

« If some A are negative, you are in a high-correlation regime

— You should be aware that these high correlations are adding information!
» Effectively, the measurements with A <0 are only adding information through these correlations

— We advise that all correlations should then be reviewed on a case by case basis
» There are legitimate cases where high correlations exist and may help you constrain common
systematics (e.g. you varied same MC parameter or depend on a common E, .., measurement)

« But if you “conservatively” estimated correlations to be 100%, then you are definitely wrong!
— If correlations are overestimated, you are certainly underestimating the combined systematics, even more
than you are underestimating the total combined error — and your central values are shifted, too

 What can you do to provide a more realistic (or “conservative”) estimate?
— Prioritize the correlations to analyze, using information derivatives
» Then measure these correlations with your data and MC if this is possible
— For correlations you cannot measure precisely, consider some of the tools we presented
* You may try to minimize information in those correlations alone, or try the onionization procedure
(if og for A and B is correlated, and og g > Og A, Strip out 0%g g = 0% g-02%g 4 @s uncorrelated)
— If you have no clue, omitting the measurements with A <0 is the most conservative option

@)
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L= 1= 12718 7A
| Tieon A7 i 7 AT NG AT Split low and high correlations by
A _ — .
| [Gev] [1/GeV?] SN '(%) T | ycevy |27 rescaling c as o — c
CMS1ly | 172.64 + 1.53 0.425 | 843% | 65.7% /83.8% <38 0425 ] (aD-1c)
. (i} - (i} . . . .
Low corr. — — — — — -0.049 For adding ATL10lj, this factor is 0.543
ATL11]j | 174.53 £ 2.39 0175 | 20.9% [ 233%/L 345%] 61 0.175 —m’;‘fﬁ
Low corr. — 0131| 25.0%) 4—o0%2 |
169.33 £ 6.32 0.025 | GRUF—5F7 [ 4.9%
I L X | a90n] s58%| 0025 | 58% Micp AT ] A
— 0.030 — —| 58% [GeV] | [1/GeV’] LA | T
173.30 + 2.96 0.114 —48‘:/% 37% 29 50.'{'. CMSH,LLJ 172.64 + 1.53 0.425 8432% 6573% 8383/6
Low corT. — -0.114 — — | 225% | 11% 0.006 | 1.1% ATLILG ) 174.53 4 2.30 0‘17;‘ Qg'gf Qf'3f' 34'5f'
Hieh corr - 0.006 - - 1% ATL10G 169.33 £+ 6.32 0.025 | -6.8% 5.3% 4.9%
it S : — - — CMSHI 173304296 | 0114 | -48% | 37%| 225%
Low corr. — -0.024 — | 4T%) 0.7% 0.003 | 0.7% ATLilaj | 17400 + 444 | 0051 | 04% | 03%| 10.0%
High corr. — 0.003 — 0.7% CMS10[ 173.10 £+ 3.41 0.086 | -0.2% 0.2% | 16.9%
ATL11aj | 174.90 + 4.44 0.051 | -0A% | 0.3% |_10.0% L Carrelations — -0.302 — — | 77.4% ||
Low corr. — -0.051 - | -100%] 0.0% 0.000 | 0.0% Total 173.33 £ 140 0.507 | 100.0% | 100.0% | 100.0%
High corr. — 0.000 — e 0.0% )
CMS10j] | 173.10 = 3.41 0.086 | /-02% | 02% |_16.9% These are two possible ways
Low corr. — -0.086 — — | -16.9% ] 0.0% 0.000 | 0.0% to Split up the info contribution
High corr. — 0.00 — — 0.0% .
E .00y - from the correlations, based on
Total 173.33 = 1.40 [ ( 0.507) 100.0% | 100.0% | 100.0% [ 100.0% |  0.507 | 100.0% | » i N
 —— marginal” contributions

Table 7: LHC myop marginal information weights. The measurements are listed in the following order: first those
with A > 0, ordered by decreasing A; then those with A < 0, ordered by decreasing |A|. The information inflows Af
represent the marginal contributions of adding to the combination the n'" measurement and its correlations to the

previous n— 1 measurements. The “effective” information inflows AI” for the measurements are computed as follows: N ote th at two measurements
for those with A < 0, they are are equal to Al; for those with A > 0 (the first two only), a BLUE combination of . . .
those measurements alone is performed, and the total information contribution from the correlations between them CcO ntrl bute OO% |nf0rmat|0n

is split up so that the totals for each measurement and its correlations are proportional to the BLUE coefficients
(80.1% and 19. 9%) in that combination. As a result, the two columns with the information weights computed as

QI'
e &

| ] ..
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