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60-70% of recent 
ATLAS and CMS 
papers use jets
in their analyses

[Higgs, BSM searches, top physics, 
SM studies, heavy-ions, ...]
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Jets project away “useless” information

3

Jets as projections[Introduction]

[Background knowledge]
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Projection to jets should be resilient to QCD effects

Jets lecture 1 (Gavin Salam) CERN Academic Training March/April 2011 8 / 35
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Most LHC jet uses fall under the (Tevatron-like) category 

“a jet is basically a parton”

e.g. from a heavy-object decay, ISR, etc.
If radiation is modelled correctly in your Monte Carlo

 [or NLO/NNLO/resummation – see next talks] 
most experimenters don’t even need to think (much) about jets.

4
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But with new physics proving elusive, we start to need to 
push analyses to their boundary, e.g.

Enhance sensitivity to small signal/background
Explore very highest pt’s

Learn how to handle complex final states

➜ for that, you need advanced jet techniques
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Boosted massive particles → fat jets

Normal analyses: two quarks from
X → qq̄ reconstructed as two jets

jet 1

jet 2

X at rest
X

High-pt regime: EW object X
is boosted, decay is collimated,

qq̄ both in same jet

single
fat jet

z

(1−z)

boosted X

Happens for pt ! 2m/R

pt ! 320 GeV for m = mW , R = 0.5

Gavin Salam (CERN/LPTHE/Princeton) Jets in Higgs Searches HC2012 2012-11-18 19 / 29

5

Boosted 
hadronic decays
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Very active research field

6

Some taggers and jet-substructure observables

Jet Declustering

Jet Shapes

Matrix−Element

Seymour93

YSplitter

Mass−Drop+Filter

JHTopTagger TW

CMSTopTagger

N−subjettiness (TvT)

CoM N−subjettiness (Kim)

N−jettiness

HEPTopTagger
(+ dipolarity)

Trimming

Pruning

Planar Flow

Twist

ATLASTopTagger

Templates

Shower Deconstruction

Qjets

Multi−variate tagger

ACF

apologies for omitted taggers, arguable links, etc.

Gavin Salam (CERN/Princeton/CNRS) Boost Theory Summary Boost 2012-07-27 6 / 33

Some of the tools developed
for boosted W/Z/H/top 

reconstruction



Gavin Salam (CERN) Progress in [...] jets @ First three years of the LHC, Mainz, March 2013

Extensive experimental work

7

From a list compiled
for a recent workshop
at Perimeter Institute

Many more analyses in the pipeline

ATLAS Public Results
• Large-R, groomed jets with pile-up
• Large-R jets with substructure
• Quark/gluon jets (see also this link)
• Jet substructure at LHC7
• Jet properties for boosted searches

Resonance searches
• Boosted top (hadronic)
• Boosted top (semileptonic)
• Three-jet resonance (gluino RPV)
• Two-jet resonance (sgluon)

CMS Public Results
• Jet substructure in CMS
• Subjet multiplicity
• Jet mass and grooming

Resonance searches:
• Boosted top (hadronic)
• Boosted top (semileptonic)
• Boosted W/Z

http://cds.cern.ch/record/1459531/files/ATLAS-CONF-2012-066.pdf
http://cds.cern.ch/record/1459531/files/ATLAS-CONF-2012-066.pdf
https://cds.cern.ch/record/1459530/files/ATLAS-CONF-2012-065.pdf
https://cds.cern.ch/record/1459530/files/ATLAS-CONF-2012-065.pdf
http://cds.cern.ch/record/1342550/files/ATLAS-CONF-2011-053.pdf
http://cds.cern.ch/record/1342550/files/ATLAS-CONF-2011-053.pdf
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetEtmissJetPerformanceQuarkGluon
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetEtmissJetPerformanceQuarkGluon
http://arxiv.org/abs/1203.4606
http://arxiv.org/abs/1203.4606
http://arxiv.org/abs/1206.5369
http://arxiv.org/abs/1206.5369
http://arxiv.org/abs/1211.2202
http://arxiv.org/abs/1211.2202
http://arxiv.org/abs/1207.2409
http://arxiv.org/abs/1207.2409
http://arxiv.org/abs/1210.4813
http://arxiv.org/abs/1210.4813
http://arxiv.org/abs/1210.4826
http://arxiv.org/abs/1210.4826
https://cds.cern.ch/record/1333700/files/JME-10-013-pas.pdf
https://cds.cern.ch/record/1333700/files/JME-10-013-pas.pdf
http://cds.cern.ch/record/1431432/files/QCD-10-041-pas.pdf
http://cds.cern.ch/record/1431432/files/QCD-10-041-pas.pdf
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMP12019
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMP12019
http://arxiv.org/abs/1204.2488
http://arxiv.org/abs/1204.2488
http://arxiv.org/abs/1209.4397
http://arxiv.org/abs/1209.4397
http://arxiv.org/abs/1212.1910
http://arxiv.org/abs/1212.1910
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Boosted Ws and tops in single jets: data!

W’s in a single jet

with Pruning + Mass Drop requirement

NB: combined in IR unsafe way. . .

tops in a single jet

with HEPTopTagger
Gavin Salam (CERN) Perturbative QCD in hadron collisions SILAFAE 2012-12-10 32 / 35

Seeing W’s and tops in a single jet

8

CMS single-jet W mass peak
in events with a lepton and
separate b-tagged jet.

Uses pruning (+ mass-drop
condition on split jet)

Gavin Salam (CERN/Princeton/CNRS) Theory of Fat Jets Higgs Hunting 2012-07-19 19 / 28
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Figure 7. Signal region distributions of (a) the mass of the leading pT fat jet and (b) the mass
of the leading pT top-quark candidate. Also shown are the prediction for SM tt̄ production, the
multijet background contribution as estimated from data, and a hypothetical Z 0 boson signal.

– 16 –
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Searches with substructure tools

9

Some BSM searches with jet-substructure techniques

A range of techniques being used for varied BSM scenarios

Gavin Salam (CERN/LPTHE/Princeton) Jets in Higgs Searches HC2012 2012-11-18 24 / 29
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[Analytic] 
understanding

10

Work in progress with Dasgupta
Fregoso & Marzani
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What do we know currently?

At the time:

• No clear picture of why the taggers might be similar or different

• No clear picture of how the parameter choices affect the taggers

Today:

• I’ll show a selection of preliminary lessons from studies for background 
jets in progress with Dasgupta, Fregoso and Marzani

11

Boost 2010 proceedings:

1. Introduction

The Large Hadron Collider (LHC) at CERN is increasingly exploring phenomena at ener-

gies far above the electroweak scale. One of the features of this exploration is that analysis

techniques developed for earlier colliders, in which electroweak-scale particles could be con-

sidered “heavy”, have to be fundamentally reconsidered at the LHC. In particular, in the

context of jet-related studies, the large boost of electroweak bosons and top quarks causes

their hadronic decays to become collimated inside a single jet. Consequently a vibrant

research field has emerged in recent years, investigating how best to tag the characteristic

substructure that appears inside the single “fat” jets from electroweak scale objects, as

reviewed in Refs. [?,?,26]. In parallel, the methods that have been developed have started

to be tested and applied in numerous experimental analyses (e.g. [23–25] for studies on

QCD jets and [some searches]).

The taggers’ action is twofold: they aim to suppress or reshape backgrounds, while re-

taining signal jets and enhancing their characteristic jet-mass peak at the W/Z/H/top/etc.

mass. Nearly all the discussion of these aspects has taken place in the context of Monte

Carlo simulation studies [Some list], with tools such as Herwig [?, ?], Pythia [?, ?] and

Sherpa [?]. While Monte Carlo simulation is an extremely powerful tool, its intrinsic nu-

merical nature can make it difficult to extract the key characteristics of individual taggers

and the relations between taggers (examining appropriate variables, as in [4], can be helpful

in this respect). As an example of the kind of statements that exist about them in the

literature, we quote from the Boost 2010 proceedings:

The [Monte Carlo] findings discussed above indicate that while [pruning,

trimming and filtering] have qualitatively similar effects, there are important

differences. For our choice of parameters, pruning acts most aggressively on the

signal and background followed by trimming and filtering.

While true, this brings no insight about whether the differences are due to intrinsic proper-

ties of the taggers or instead due to the particular parameters that were chosen; nor does it

allow one to understand whether any differences are generic, or restricted to some specific

kinematic range, e.g. in jet transverse momentum. Furthermore there can be significant

differences between Monte Carlo simulation tools (see e.g. [22]), which may be hard to diag-

nose experimentally, because of the many kinds of physics effect that contribute to the jet

structure (final-state showering, initial-state showering, underlying event, hadronisation,

etc.). Overall, this points to a need to carry out analytical calculations to understand the

interplay between the taggers and the quantum chromodynamical (QCD) showering that

occurs in both signal and background jets.

So far there have been three investigations into the analytical features that emerge from

substructure taggers. Ref. [19, 20] investigated the mass resolution that can be obtained

on signal jets and how to optimize the parameters of a method known as filtering [1].

Ref. [13] discussed constraints that might arise if one is to apply Soft Collinear Effective

Theory (SCET) to jet substructure calculations. Ref. [14] observed that for narrow jets the

distribution of the N -subjettiness shape variable for 2-body signal decays can be resummed

– 2 –
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Do we care about such differences?

• Think data-driven backgrounds: kinks can seriously mess 
with you [especially if you got used to their being absent, e.g. from moderate pt tests]

• How do these structures depend on the zcut, ycut, Rtrim, 
etc. parameters?

• Are these structures 
telling us something we 
might want to know 
about the taggers? E.g. 
how to improve them?

This calls for analysis 
and calculation
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Figure 4: Comparison of Monte Carlo and analytic results for the mMDT tagged mass spectrum
for two values of ycut. In all cases we have used µ = 0.67.

We compare our analytical predictions with the Monte Carlo simulation results in

Fig. 4 for several ycut values. There is acceptable agreement — remaining differences

are attributable to finite ycut effects and differences beyond single-log accuracy between

our treatment here and that in the Monte Carlo (e.g. subleading terms in the running

coupling). Furthermore, the pattern of ycut dependence, with smaller values of ycut leading

to an increase in the mass spectrum at moderate ρ values and a steeper fall-off towards

lower ρ values, in line with the pattern visible in the second-order expansion of Eq. (5.4).

6. Pruning

Pruning [7, 8] takes an initial jet, and from its mass deduces a pruning radius Rprune =

Rfact · 2m
pt

, where Rfact is a parameter of the tagger. It then reclusters the jet and for

every clustering step, involving objects a and b, it checks whether ∆ab > Rprune and

min(pta, ptb) < zcutpt,(a+b), where zcut is a second parameter of the tagger. If so, then the

softer of the a and b is discarded. Otherwise a and b are recombined as usual. Clustering

then proceeds with the remaining objects, applying the pruning check at each stage.

In analysing pruning, we will take Rfact =
1
2 , i.e. its default suggested value. In analogy

with our approach for the ycut parameter in the (m)MDT, we will work in the limit of small

zcut (but ln zcut not too large). And we will assume that the reclustering is performed with

the Cambridge/Aachen algorithm, the most common choice.

At leading order, i.e. a jet involving a single 1 → 2 splitting, then Rprune = m
pt

=

∆ab

√

z(1− z), which guarantees that ∆ab is always larger than Rprune. To establish the

pruned jet mass, one then needs to examine the second part of the pruning condition: if

min(z, 1 − z) > zcut then the clustering is accepted and the pruned jet has a finite mass.

Otherwise the pruned jet mass is zero. This pattern is true independently of the angle

between the two prongs. Thus, as for the MD tagger, pruning removes the divergent low-z

region from the jet-mass phasespace. As a result, in the small zcut limit, one obtains the

same LO result for the pruned mass distribution as for the MD tagger case (replacing

– 13 –

R

prune

p2

p1
R
prune

R
What pruning is meant to do:

Choose an Rprune such that 
different hard prongs (p1, p2) 
end up in different hard 
subjets.

Discard any softer radiation.

Sets pruning radius, & hard 
enough to end up as subjet

16
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– 13 –

What pruning sometimes does

Chooses Rprune based on a soft p3 
(dominates total jet mass), and 
leads to a single narrow subjet 
whose mass is also dominated by 
a soft emission (p2, within Rprune of 
p1, so not pruned away).p3

p1
Rprune p2

R

Figure 5: Configuration that illustrates generation of double logs in pruning at O
(

α2
s

)

. Soft gluon
p3 dominates the jet mass, thus determining the pruning radius. However, because of p3’s softness,
it is then pruned away, leaving only the central core of the jet, which has a usual double-logarithmic
type mass distribution.

ycut → zcut):

ρ

σ

dσ

dρ

(pruned, LO)

=
αsCF

π

[

Θ(zcut − ρ) ln
1

zcut
+Θ(ρ− zcut) ln

1

ρ
− 3

4

]

. (6.1)

6.1 3-particle configurations and “sane” and “anomalous” pruning

As was the case for the original mass-drop tagger, once we consider 3-particle configurations

the behaviour of pruning develops a certain degree of complexity. Fig. 5 illustrates the type

of configuration that is responsible: there is a soft parton that dominates the total jet mass

and so sets the pruning radius (p3), but does not pass the pruning zcut, meaning that it

does not contribute to the pruned mass; meanwhile there is another parton (p2), within

the pruning radius, that contributes to the pruned jet mass independently of how soft it

is. We call this anomalous pruning, because the emission that dominates the final pruned

jet mass never gets tested for the pruning zcut condition.

Let us work through this quantitatively. For gluon 3 to be discarded by pruning it must

have x3 < zcut # 1, i.e. it must be soft. Then the pruning radius is given by R2
prune = x3θ23

and for p2 to be within the pruning core we have θ2 < Rprune. This implies θ2 # θ3, which

allows us to treat p2 and p3 as being emitted independently (i.e. due to angular ordering)

and also means that the C/A algorithm will first cluster 1 + 2 and then (1 + 2) + 3. The

leading-logarithmic contribution that one then obtains at O
(

α2
s

)

is then

ρ

σ

dσanom-pruned

dρ
$
(

CFαs

π

)2 ∫ zcut

0

dx3
x3

∫ R2
dθ23
θ23

∫ 1

0

dx2
x2

∫ x3θ23

0

dθ22
θ22

ρ δ

(

ρ− x2
θ22
R2

)

(6.2a)

=

(

CFαs

π

)2 1

6
ln3

zcut
ρ

+O
(

α2
s ln

2 1

ρ

)

, (valid for ρ < zcut). (6.2b)

where we have directly taken the soft limits of the relevant splitting functions.

The ln3 ρ contribution that one observes here in the differential distribution corre-

sponds to a double logarithmic (α2
s ln

4 ρ) behaviour of the integrated cross-section, i.e. it

has as many logs as the raw jet mass, with both soft and collinear origins. This term is

– 14 –

Sets pruning radius, 
but gets pruned away

17
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18

“sane” pruning is 
effectively placing  
an isolation cut on 
radiation around the 
tagged object
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This has a characteristic initial growth linear in ln 1
ρ as ρ decreases, cut off by a Sudakov

suppression (the exponent) as ρ decreases further, both features being visible in Fig. 1.

4. Mass drop tagger

The mass-drop tagger [1] was designed to be used with jets found by the Cambridge/Aachen

algorithm [2, 3]. It involves two parameters ycut and µ and, for an initial jet labelled j,

proceeds as follows:

1. Break the jet j into two subjets by undoing its last stage of clustering. Label the two

subjets j1, j2 such that mj1 > mj2 .

2. If there was a significant mass drop, mj1 < µmj, and the splitting is not too asym-

metric, y = min(p2tj1 , p
2
tj2)∆R2

j1j2/m
2
j > ycut, then deem j to be the tagged jet.

3. Otherwise redefine j to be equal to j1 and go back to step 1 (unless j consists of just

a single particle, in which case the original jet is deemed untagged).

Typical parameter choices are for example µ = 2/3 and ycut in the range 0.09 − 0.15.

While the ycut parameter will appear explicitly in our results, µ will not, and indeed we

shall see that its exact value is not critical as long as it is neither parametrically small, nor

parametrically close to µ = 1.

[Make sure discussion of “mass-drop” being irrelevant goes somewhere;

maybe mention similar comment in a paper by Brock Tweedie? And Quiroga-

Sapeta?]

4.1 Leading order calculation

To help understand the behaviour of any tagger, it is useful to start with a leading-order

configuration, for which the jet consists of just two partons. When the jet is declustered,

each of the prongs is massless, so that the mass-drop condition is automatically satisfied,

rendering the µ parameter irrelevant. There are then two possibilities: if the asymmetry

condition is satisfied the jet is tagged, with the tagged mass equal to the original jet mass.

Otherwise the jet does not contribute to the tagged jet mass distribution.

Considering a quark that splits to to a quark with momentum fraction 1 − z and a

gluon momentum fraction z, we have m2
j = z(1 − z)E2. The asymmetry condition then

becomes z
1−z > ycut and

1−z
z > ycut.

We may now write the differential cross section for the jet to have a given tagged mass:

1

σ

dσ

dm2

(MDT, LO)

= CF
αs

π

∫

dzpgq(z)
dθ2

θ2
δ
(

m2 − z(1− z)p2t θ
2
)

×

×Θ

(

z

1− z
− ycut

)

Θ

(

1− z

z
− ycut

)

Θ
(

R2 − θ2
)

. (4.1)

with pgq as defined in section 3. The requirement Θ
(

R2 − θ2
)

embodies the condition that

the two partons should have been clustered into the same jet. The use of the splitting func-

tion to approximate the full matrix element is legitimate because θ < R # 1. Integrating
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drop

tagger

What MDT does wrong:

Follows a soft branch (p2+p3 < 
ycut pjet) with “accidental” small 
mass, when the “right” answer 
was that the (massless) hard 
branch had no substructure

(a)

1 p2

p3

p1

p3p2

(b)

p

Figure 2: Two characteristic partonic configurations that arise at in the tree-level O
(

α2
s

)

contri-
bution. The dashed cone provides a schematic representation of the boundary of the jet.

whole is tagged. If E3/E12 < ycut, then the MDT recurses, into the heavier of the two

subjets, i.e. j12, which can be analysed as in the previous, LO section. The key point

here is that in the limit in which E3 ! Ejet, the presence of gluon 3 has no effect on

whether the j12 system gets tagged. This is true even if mjet is dominated by emission

3, such that mjet " m12. This was part of the intended design of the MDT: if the jet

contains hard substructure, the tagger should find it, even if there is other soft structure

(including underlying event and pileup) that strongly affects the original jet mass. One

of the consequences of this design is that when evaluated, the NLO contribution that

comes from configuration (a) and the corresponding virtual graphs, one finds a logarithmic

structure for the integrated cross section of C2
Fα

2
s ln

2 ρ [5]. This is suggestive of an all-orders

logarithmic structure of the form (αs ln ρ)n. We will return to this shortly.

Configuration (b) in Fig. 2 reveals an unintended behaviour of the tagger. Here we

have θ23 ! θ12 # θ13, so the first unclustering leads to j1 and j23 subjets. It may happen

that the parent gluon of the j23 subjet was soft, so that E23 < ycutEjet. The jet therefore

fails the symmetry at this stage, and so recurses one step down. The formulation of the

MDT is such that one recurses into the more massive of the two prongs, i.e. only follows the

j23 prong, even though this is soft. This was not what was intended in the original design,

and is to be considered a flaw — in essence one follows the wrong branch. It is interesting

to determine the logarithmic structure that results from it, which can be straightforwardly

evaluated as follows:

ρ

σ

dσ

dρ

(MDT,NLOflaw)

= −CFρ
(αs

π

)2
∫

dxpgq(x)
dθ2

θ2
Θ
(

R2 − θ2
)

Θ (ycut − x)×

×
∫

dz

(

1

2
CApgg(z) + nfTRpqg(z)

)

dθ223
θ223

δ

(

ρ− z(1− z)x2
θ223
R2

)

×

×Θ (z − ycut)Θ (1− z − ycut)Θ
(

θ2 − θ223
)

=
CF

4

(αs

π

)2
[

CA

(

ln
1

ycut
− 11

12

)

+
nf

6

]

ln2
1

ρ
+O

(

α2
s ln

1

ρ

)

(4.5)

where θ is the angle between j1 and the j23 system, while x = E23/Ejet and z = E2/E23,

and pgg(z) = (1 − z)/z + z/(1 − z) + z(1 − z), pqg(z) =
1
2(z

2 + (1 − z)2). Considering the

integrated distribution, this corresponds to a logarithmic structure α2
s ln

3 ρ, i.e. enhanced

– 9 –

Subjet is soft, but has more 
substructure than hard subjet
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A simple fix for “modified” Mass Drop Tagger:
When recursing, follow branch with larger (m2+pt2) 
(rather than the one with larger m) 

Original MDT

modified MDT

 0

 0.05

 0.1

 0.15

 0.2

-8 -7 -6 -5 -4 -3 -2 -1  0

1/σ
 dσ

 / d
 ln

 (m
/pt

)

ln (m/pt)

 

1-2 ln ycutln ycut/2

MDT, total
MDT, wrong-branch contribution
modified MDT

Figure 3: The total MDT tagged mass distribution, from Monte Carlo simulation, with the
contribution originating from “wrong” branches shown as a dashed line. Wrong branches are those
for which, at some stage during the declustering, the tagger followed a prong whose m2 + p2t was
smaller than that of its partner prong.

by αs ln
2 ρ relative to the LO result and by a power of ln ρ relative the terms associated

with the intended behaviour of the tagger.

Based on the above calculation, one might expect the “wrong-branch” contributions to

dominate over the LO type behaviour. In practice they don’t, for two reasons: firstly they

set in only for relatively small values of jet mass, ρ ! y2cut and as a consequence contribute

as α2
s ln

3 y2cut/ρ rather than α2
s ln

3 1/ρ; secondly, at higher orders they involve a Sudakov-

type suppression, coming from the probability that the harder prong of the jet was less

massive than the softer one, even though it has an energy that is at least a factor of 1/ycut
larger than the softer prong. The small contribution from the wrong-branch configurations

is illustrated in Fig. 3, obtained in Monte Carlo simulation, where events with a wrong-

branch tag are defined as those for which at some stage during the declustering, the tagger

followed a prong whose m2 + p2t was smaller than that of its partner prong.

While the wrong branch issue is numerically small, it is an undesirable characteristic

of the MDT and calls for being eliminated. Rather than pursuing a full (and non-trivial)

calculation of the resummed mass distribution for the MDT, we therefore propose that the

MDT be modified.

5. Modified Mass-Drop Tagger

The modification of the mass-drop tagger that we propose is to replace step 3 of the

definition on p. 7, with

– 10 –

wrong branch piece
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What about analytic calculations of the taggers?

Simpler More complex

mMDT > plain mass ~ trimming > sane pruning > full pruning ≫ MDT

Dasgupta et al (full NLL, including non-global part)
Chien et al (partial NNLL)
Jouttenus et al (they say full NNLL; I remain to be convinced!)

Dasgupta, Fregoso, Marzani & GPS, forthcoming: 
    LL in all cases, plus some subleading logs
    [NB: LL doesn’t mean the same thing in all cases!)
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Modified Mass Drop Tagger
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Pruning
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Trimming
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Bottom line on “understanding”

• Taggers may be quite simple to write, but potentially 
involved to understand. 

• Contrast this with pt cuts for standard jet analyses – 
(mostly) simple

• Still, many taggers/groomers are within calculational 
reach.

• New “modified” Mass Drop Tagger is especially simple

• New “sane” pruning is also interesting – further 
investigation warranted...
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Scale invariant 
searches

26

Work in progress with Gouzevitch,
 Oliveira, Rojo, Rosenfeld & Sanz
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Experiments often have two 
distinct searches:

Resolved (small-R multi-jet)
Boosted (large-R fat-jet)

Can resolved and boosted 
analyses be consistently 

performed together?  Y / 2 MX =  MMr
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Figure 1: Feynman diagrams for the generic process pp ! X ! 2Y ! 4z in the boosted (left
plot) regime, corresponding to large values of rM = MX/2MY , and in the unboosted (right plot)
regime, described by small values of rM .

section we present this combined strategy that simultaneously explores the boosted and
unboosted regimes.

In order to validate the performance of our strategy we have generated events for the
generic process Eq. (1) using a toy Monte Carlo generator. The heavier resonance X is
assumed to be produced at rest (which is justified by the fall-o↵ at large masses of parton
luminosities [?]) and made decay to the two intermediate resonances Y with homogeneous
angular distribution, as if it was a spin-zero particle. The massless decay products of the
Y resonance decay are also assumed to decay isotropically in the Y rest frame. In this
toy simulation the possible widths of the intermediate resonances are neglected, as well
as the masses of the final state particles mz. In view of the later applications to Higgs
pair production, we will set MY = 125 GeV and vary MX in a wide range, although it
should be clear that at parton level the event classification will depend only on the ratio
rM Eq. (2). For each of the MX values in the range from 250 GeV (unboosted regime,
rM = 1) to 5 TeV (highly boosted regime, rM = 20), we have generated 50K toy MC
events.2

Then jet clustering is then performed on the final state partons. For realistic hadron
event kinematics, it becomes necessary to introduce additional kinematic cuts that explic-
itly break scale invariance. To study the performance of the jet reconstruction strategy
in this case, the parton level events from the toy Monte Carlo have been showered with
Pythia8 [22]. This has been done for LHC centre of mass energies of 8 and 14 TeV, and we
include also underlying event and multiple interactions with the default tune of Pythia8.
Initial state radiation has been modeled assuming that the resonance is produced in the
gluon-gluon channel.3 We will adopt the following set of basic kinematic cuts for jets in

2We have explicitly checked that at parton level e�ciency results are unchanged if other values of MX

and MY are used, provided they lead to the same ratio rM .
3This is a very good approximation for the warped extra dimensions models that we will introduce as
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assumed to be produced at rest (which is justified by the fall-o↵ at large masses of parton
luminosities [?]) and made decay to the two intermediate resonances Y with homogeneous
angular distribution, as if it was a spin-zero particle. The massless decay products of the
Y resonance decay are also assumed to decay isotropically in the Y rest frame. In this
toy simulation the possible widths of the intermediate resonances are neglected, as well
as the masses of the final state particles mz. In view of the later applications to Higgs
pair production, we will set MY = 125 GeV and vary MX in a wide range, although it
should be clear that at parton level the event classification will depend only on the ratio
rM Eq. (2). For each of the MX values in the range from 250 GeV (unboosted regime,
rM = 1) to 5 TeV (highly boosted regime, rM = 20), we have generated 50K toy MC
events.2

Then jet clustering is then performed on the final state partons. For realistic hadron
event kinematics, it becomes necessary to introduce additional kinematic cuts that explic-
itly break scale invariance. To study the performance of the jet reconstruction strategy
in this case, the parton level events from the toy Monte Carlo have been showered with
Pythia8 [22]. This has been done for LHC centre of mass energies of 8 and 14 TeV, and we
include also underlying event and multiple interactions with the default tune of Pythia8.
Initial state radiation has been modeled assuming that the resonance is produced in the
gluon-gluon channel.3 We will adopt the following set of basic kinematic cuts for jets in

2We have explicitly checked that at parton level e�ciency results are unchanged if other values of MX

and MY are used, provided they lead to the same ratio rM .
3This is a very good approximation for the warped extra dimensions models that we will introduce as
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Key [simple] idea:
Cuts on resolved jets should 
mirror those on subjets inside fat 
jets

cuts on 
nearby jets 

should mirror 
subjets cuts,
pt2 ≲ ycut pt1

Y Y

Y

1

2

1

2

unboosted Δy12 & pt 
cuts should have 

similar efficiencies to 
boosted cuts (ycut)

Increasing
boost

1

2

Look just at
Y→2Z decay
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Figure 3: Flow chart summarizing the basic structure of the resonance pair tagger algorithm. �y,
�M and MYw indicate the three mass and angular quality requirements discussed in the text.

At the end of the clustering/classification procedure we end up with a pair of Y candi-
dates each formed from a fat jet or two separated jets. To tag the event as arising from the
decay of the X resonance, Eq. (2), three additional mass and angular quality conditions
are required, which are essential to further suppress the QCD background:

• We require the masses of these two Y candidates to be the same up to a given mass
tolerance fm, to account for experimental mass resolution, as well as mass smearing
due to underlying event, hadronization and out-of-cone radiation:

�����
2 (MY 1 � MY 2)

MY 1 +MY 2

�����  fm , (4)

The typical mass resolution tolerance should vary depending in the mass scale, since
generically it scales as fm ⇠ M�1/2. We will assume fm = 20% at small masses [6,7]
and fm = 5% at the highest masses, with consistent interpolation in between. GPS:
is this variation really true: 2-tag samples may have other resolution
issues, e.g. due to limited angular resolution when the two prongs of a
Higgs decay come close together. How do we interpolate? Is this section
the right one two discuss this whole business, or should it come later? It
certainly introduces a breaking of scale invariance, also on the background
This requirement cannot be made too stringent otherwise a large fraction of signal
events would be missed.

• In the case in which the mass of the Y resonance is known, the masses of the two Y
candidates must lie in a mass window around MY , where the width of the window
is determined by the mass resolution of the detector.

MY (1 � fm)  MY 1,MY 2  MY (1 + fm) . (5)
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Figure 3: Flow chart summarizing the basic structure of the resonance pair tagger algorithm. �y,
�M , MYw and �pT indicate the various mass and angular quality requirements discussed in the
text.

• We require the masses of these two Y candidates to be the same up to a given mass
tolerance fm, to account for experimental mass resolution, as well as mass smearing
due to underlying event, hadronization and out-of-cone radiation:

�����
2 (mY 1 � mY 2)

mY 1 +mY 2

�����  fm , (4)

where we assume here a fixed value for fm.4 This requirement cannot be made too
stringent otherwise a large fraction of signal events would be missed.

• In the case in which the mass of the Y resonance is known, the masses of the two Y
candidates must lie in a mass window around MY , where the width of the window
is determined by the mass resolution of the detector.

MY (1 � fm)  mY 1,mY 2  MY (1 + fm) . (5)

Since we will be considering Higgs pair production, we will set MY = MH = 125
GeV in the following, though this requirement has a small impact in signal events,
and is only relevant to suppress the QCD background.

• The separation in rapidity of the two Y candidates must be smaller than some upper
value,

�y ⌘ |yY 1 � yY 2|  �ymax , (6)

motivated by the fact that for these topologies signal events will be produced closer
in rapidity that QCD multijet production. We will take�ymax = 1.3 in the following,
a value optimized from the high mass dijet searches at the LHC [4,5].

4In realistic analysis, the typical mass resolution depends on mass scale, generically it scales as fm ⇠
M�1/2. Therefore, when discussing the experimental feasibility in Sect. 4 we will implement the proper
scale dependence of fm
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Jet Reconstruction
R Rsj Rf nfilt µ ycut
0.7 1.3 0.3 3 0.67 0.9

Analysis cuts
MY �ymax �yresmax pmin

T |ymax| Hmin
T fm

125 GeV 1.3 0.8 25 GeV 5.0 100 GeV 0.10

Table 1: Upper table: parameters that define the jet reconstruction strategy, including mass drop
and filtering. Lower table: analysis cuts. See text for description

• Likewise, the separation in rapidity between the two jets of a Y candidates in the
resolved case, yY i,1 and yY i,2, with i = 1, 2, must also be smaller than some upper
value, di↵erent from before,

�y ⌘ |yY i,1 � yY i,2|  �yresmax , (7)

since for these kind of topologies, signal events will be produced closer in rapidity
that QCD multijet production. We will take �yresmax = 0.8 in the following.

• To prevent too asymmetric configurations, whenever we have two resolved jets that

correspond to a given Y -candidate, one with p
(1)
T and the other with p2T  p

(1)
T (in

either the 1-tag sample or the 0-tag sample), we require

�pT ⌘ p
(1)
T � p

(2)
T � (1 � ycut) p

(1)
T (8)

This cut plays a similar role as the asymmetry requirement in the BDRS mass drop
tagger, but now in the case of resolved jets.

• With a similar motivation, for each two resolved jets that compose a Y -candidate
with mass mY , we impose the mass drop condition on the masses of these two
resolved jets, mY,1 and mY,2, as follows

max (mY,1,mY,2)  µ · mY , (9)

Together with the asymmetry condition above, applying the mass drop requirement
also in the resolved jets ensure that the same conditions hold for the three di↵erent
possible topologies, from the fully boosted to the unboosted regimes.

The values of the parameters used in our implementation of the jet reconstruction strategy
are summarized in Table 1.

In addition, in order to improve on resolution, jet masses are filtered [25] as follows: the
constituents of each jet are reclustered with a smaller radius Rfilt = min (�Rsj,sj/2, Rf ),
with Rf = 0.3 and �Rsj,sj the angular distance between the two subjets after mass drop
(in the boosted case) or between the two jets that compose a Y candidate (in the re-
solved case). Then only the three hardest subjets, nfilt = 3, are retained to account for at
least one QCD emission. The filtering procedure improves mass resolution of the recon-
structed resonances [26] and makes the procedure more resilient to soft radiation from the
underlying event and pile-up.
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• We require the masses of these two Y candidates to be the same up to a given mass
tolerance fm, to account for experimental mass resolution, as well as mass smearing
due to underlying event, hadronization and out-of-cone radiation:
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2 (mY 1 � mY 2)

mY 1 +mY 2
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where we assume here a fixed value for fm.4 This requirement cannot be made too
stringent otherwise a large fraction of signal events would be missed.

• In the case in which the mass of the Y resonance is known, the masses of the two Y
candidates must lie in a mass window around MY , where the width of the window
is determined by the mass resolution of the detector.

MY (1 � fm)  mY 1,mY 2  MY (1 + fm) . (5)

Since we will be considering Higgs pair production, we will set MY = MH = 125
GeV in the following, though this requirement has a small impact in signal events,
and is only relevant to suppress the QCD background.

• The separation in rapidity of the two Y candidates must be smaller than some upper
value,

�y ⌘ |yY 1 � yY 2|  �ymax , (6)

motivated by the fact that for these topologies signal events will be produced closer
in rapidity that QCD multijet production. We will take�ymax = 1.3 in the following,
a value optimized from the high mass dijet searches at the LHC [4,5].

4In realistic analysis, the typical mass resolution depends on mass scale, generically it scales as fm ⇠
M�1/2. Therefore, when discussing the experimental feasibility in Sect. 4 we will implement the proper
scale dependence of fm
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Table 1: Upper table: parameters that define the jet reconstruction strategy, including mass-drop
and filtering. Middle table: basic jet and event selection cuts. Lower table: parameters of the
quality requirements imposed on the tagged resonances. See text for description.

5. To prevent excessively asymmetric configurations, whenever we have two resolved

jets that correspond to a given Y -candidate, one with p
(1)

T and the other with p
(2)

T 
p
(1)

T (in either the 1-tag sample or the 0-tag sample), we require

�pT ⌘ p
(1)

T � p
(2)

T � (1 � y
cut

) p(1)T . (9)

This cut plays a similar role as the asymmetry requirement in the BDRS mass-drop
tagger, but now in the case of resolved jets, and it helps rejecting events where a
soft jet arises from final-state radiation (FSR).

6. With a similar motivation, for each two resolved jets in a Y -candidate with mass
mY i, with i = 1, 2 we impose the mass-drop condition on the masses of these two
resolved jets, mY i,1 and mY i,2, as follows

max (mY i,1,mY i,2)  µ · mY i , (10)

where µ is the same parameter as in the BDRS mass-drop tagger. Together with the
asymmetry condition above, applying the mass drop requirement also in the resolved
jets ensure that the same conditions hold for the three di↵erent possible topologies,
from the highly boosted to the fully resolved regimes.

The values of the parameters used in our implementation of the jet reconstruction strategy
are summarized in Table 1.

In addition, in order to improve on resolution, jet masses are filtered [44] as fol-
lows: the constituents of each tagged jet are reclustered with a smaller radius R

filt

=
min (�R

sj,sj/2, Rf ), with Rf = 0.3 and �R
sj,sj the angular distance between the two sub-

jets after mass-drop in the boosted case. Then only the three hardest subjets, n
filt

= 3,
are retained to account for at least one QCD emission. The filtering procedure improves
mass resolution of the reconstructed resonances [44, 46] and makes the procedure more
resilient to soft radiation from the underlying event and pile-up [47].5

5In principle for the resolved configuration, one could consider supplementing the analysis chain with
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Figure 4: Left plot: The e�ciency of the resonance pair tagging algorithm as a function of
resonances mass ratio rM Eq. (2) for parton-level toy Monte Carlo events. We show both the total
e�ciency and the break-up for the 2-tag, 1-tag and 0-tag samples. No cuts have been applied
to the final state particles. Right plot: same for hadron-level events, which include the basic jet
selection cuts.

This jet reconstruction strategy has been implemented in a code based on FastJet3 [49],
and we have processed the parton and hadron-level toy Monte Carlo events through it.
We show in Fig. 4 the e�ciency of the resonance pair tagging algorithm as a function of
resonances mass ratio rM for the parton and hadron-level toy Monte Carlo events. We
show both the total e�ciency and the breakup of the e�ciencies corresponding to the
2-tag, 1-tag and 0-tag samples. The impact of the moderately loose selection cuts Eq. (3)
on the parton-level e�ciencies is negligible, and thus the di↵erences between parton and
hadron-level arise from initial and final-state radiation.

At parton level, at low rM , the 0-tag sample dominates as expected from the resolved
regime, while for large rM , the boosted regime, it is indeed the 2-tag sample that domi-
nates. The 1-tag sample is important at intermediate boosts. The combined e�ciency is
found to be rather flat in all the mass range, between 30% and 40% for all mass values,
showing that we are able to obtain a reasonable tagging e�ciency irrespectively of the
degree of boost of the X resonance decay products. At hadron-level e�ciencies are some-
what lower due to additional parton radiation and underlying event at low masses, but
still we obtain a reasonable tagging e�ciency of between 20% and 30% in all the relevant
range, approximately constant for all topologies, except close to rM = 1. The 1-tag sample
and the low rM 0-tag sample are the one most a↵ected by the transition from partons to
hadrons.

Let us mention that the production threshold region close to rM ⇠ 1 is challenging
from the jet reconstruction point of view. First of all, there will be a substantial degree
of overlap between the decays products of the two Higgs bosons, since the two are at
rest, which leads to wrong mass pairings. Second, it is quite frequent that large-angle
initial-state radiation (ISR) appears as additional jets, again confusing the pairing of the
original jets.

To help understand the e�ciencies that we find, let us recall that the asymmetry cut

the inclusion of a large-angle radiation recovery procedure, to improve on mass resolution, as advocated
and used in [4, 5, 7, 46, 48]. Such large-angle radiation recovery procedure leads to the so called wide-jets
in the CMS papers [4, 5, 7].
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on the parton-level e�ciencies is negligible, and thus the di↵erences between parton and
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At parton level, at low rM , the 0-tag sample dominates as expected from the resolved
regime, while for large rM , the boosted regime, it is indeed the 2-tag sample that domi-
nates. The 1-tag sample is important at intermediate boosts. The combined e�ciency is
found to be rather flat in all the mass range, between 30% and 40% for all mass values,
showing that we are able to obtain a reasonable tagging e�ciency irrespectively of the
degree of boost of the X resonance decay products. At hadron-level e�ciencies are some-
what lower due to additional parton radiation and underlying event at low masses, but
still we obtain a reasonable tagging e�ciency of between 20% and 30% in all the relevant
range, approximately constant for all topologies, except close to rM = 1. The 1-tag sample
and the low rM 0-tag sample are the one most a↵ected by the transition from partons to
hadrons.

Let us mention that the production threshold region close to rM ⇠ 1 is challenging
from the jet reconstruction point of view. First of all, there will be a substantial degree
of overlap between the decays products of the two Higgs bosons, since the two are at
rest, which leads to wrong mass pairings. Second, it is quite frequent that large-angle
initial-state radiation (ISR) appears as additional jets, again confusing the pairing of the
original jets.

To help understand the e�ciencies that we find, let us recall that the asymmetry cut

the inclusion of a large-angle radiation recovery procedure, to improve on mass resolution, as advocated
and used in [4, 5, 7, 46, 48]. Such large-angle radiation recovery procedure leads to the so called wide-jets
in the CMS papers [4, 5, 7].
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Figure 6: The total tagging e�ciency for parton-level events (left plot) and for hadron-level events
(right plot) for di↵erent values of the jet radii R as a function of the mass ratio rM . The default
radious used in this paper is R = 0.5.

These modifications could lead to an overall improvement of the tagging e�ciency, but
the basic strategy would be left una↵ected. Finally, other substructure taggers could be
used to classify events, such as N-subjettiness [50] or pruning [51] among many others
(see [52] for a recent systematic comparison). Note however that those taggers with an
asymmetry cut, like mass–drop and pruning, are special, because that cut can be linked
with 3- and 4-jet analysis parameters, as done in the present analysis. In this respect,
N-subjettiness is quite di↵erent, because it is cutting on the radiation pattern in the jet.

3 Resonant Higgs pair production in warped extra dimen-
sional models

Now we discuss the benchmark models that we will consider for resonant Higgs boson
pair production. These models are based on the warped extra dimensions scenario [53],
where Higgs pair production is mediated by either a Kaluza-Klein (KK) graviton or by
a radion. We will assume that the Higgs is the Standard Model boson [54], and consider
its dominant decay into two pairs of bb̄ quarks. Higgs pair production in the Standard
Model has a small cross section [55] (approximately 18 fb at 14 TeV), but larger rates
can be expected in New Physics models [56] like supersymmetry, composite models, and
warped extra dimensions. With this motivation, in this section we review the theoretical
expectations for resonant Higgs pair production in the context of warped extra dimensional
models, keeping in mind that the strategy proposed in this paper is equally valid for any
other Higgs pair production scenario.

Due to Bose symmetry, only resonances of spin zero and spin two can decay on-shell into
a pair of Higgs bosons. Both types are present in models with warped extra dimensions.
They are referred to as radion and KK-graviton, denoted by � and G respectively. These
models can naturally explain the large hierarchy between the Planck and electroweak scales
by introducing a nontrivial geometry in the extra dimension. The background metric for
the case of single extra dimension is given by

ds2 = e�2ky⌘µ⌫dx
µdx⌫ � dy2, (14)

where y refers to the coordinate in the 5th dimension and k is related to its curvature. The
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Bottom line:
traditional and substructure techniques can be used together

[an analogous method still needs to be worked out for top]
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It’s potentially useful because 
many signals are quark-rich,

while LHC backgrounds are gluon-rich

Quark and gluon jets are not trivial to define
[cf. Banfi, Zanderighi & GPS ’06]

but we’ll leave that aside for today

Quark–gluon
discrimination
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Quarks radiate ~ CF = 4/3
Gluons radiate ~ CA = 3/3

So you want to study observables sensitive to the radiation 
inside the jet.

E.g. jet mass, particle multiplicity in jet, etc.

It’s an old problem, but recently
Jason Gallicchio & Matt Schwartz

have been trying to attack it systematically
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FIG. 2: 2D Histograms of the two best observables, along with the likelihood formed by combining them bin-by-bin.

of this figure, we show the 2D bin-by-bin likelihood dis-
tribution. Given these variables, the discriminant that
achieves optimal gluon rejection for a fixed quark effi-
ciency is a simple cut on the appropriate likelihood con-
tour. Cutting out the top-right corner, for example, elim-
inates the most egregiously gluey jets. In practice, this
can be pre-computed or measured in each jet pT window.
As part of jet energy scale calibrations, Atlas [22] has
measured these two variables in dijet, γ-jet, and multi-
jet samples and used them individually to determine the
flavor composition to 10% precision.
The same method can be applied for more than 2 ob-

servables, but then the exact likelihood becomes impos-
sible to map efficiently with limited training samples. A
multivariate technique like Boosted Decision Trees can
be employed to approximate this multidimensional like-
lihood distribution, as explained in [18].
In summary, quite a number of single variables do com-

parably well, while some (like pull or planar flow) do
quite poorly at gluon tagging. We examined many com-
binations of observables, and found significant improve-
ment by looking at pairs, but only marginal gains be-
yond that. The results for the gluon rejection as a func-
tion of quark efficiency are shown for a number of the
more interesting observables and combinations in Fig-
ure 3 for 200GeV jets. The relative performance of
variables changed little with pT even though the op-
timal cuts do. Definitions and distributions of these
variables, and thousands of others, can be found on
http://jets.physics.harvard.edu/qvg. Good pairs
of variables included one from the discrete category de-
scribed above, such as particle count, and one more con-
tinuous shape variable, like the linear radial moment
(girth).
As an example using these curves to estimate the im-

provement in a search’s reach, consider X → WW →
qq̄qq̄ whose background is mostly 4-jets from QCD, each
of which is a gluon 80% of the time [3]. By operating at
60% quark efficiency, only 1/10th of gluons pass the tag-
ger, which means (20%)4 of the total QCD background

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 11

10

210

310
charged mult R=0.5
subjet mult Rsub=0.1

mass/Pt R=0.3

girth R=0.5

|pull| R=0.3
planar flow R=0.3

group of 5
best pair
charge * girth

optimal kernel
1st subjet R=0.5
avg kT of Rsub=0.1

declusterkT Rsub=0.1
jet shape Ψ(0.1)

Quark Jet Acceptance

Gluon RejectionGluon Rejection

G
lu
on

R
ej
ec
ti
on

FIG. 3: Gluon rejection curves for several observables as a
function of Quark Jet Acceptance. The results for 200GeV
Jets are shown, but other samples give similar results. The
best pair of observables is charged track multiplicity and lin-
ear radial moment (girth). The best group of five also includes
jet mass for the hardest subjet of size R=0.2, the average kT
of all Rsub=0.1 subjets, and the 3rd such small subjet’s pT
fraction.

passes. One measure of statistical significance in a count-
ing experiment is S/

√
B, perhaps within a particular in-

variant mass window. Any starting significance can be
improved by a factor of 3.2 using these cuts. The 60%
operating point was chosen to maximize this significance
improvement for this particular background composition,
which highlights the need to characterize background re-
jection for all signal efficiencies.

Measurements of these variables are underway, but it
would be very interesting to see distributions of and cor-
relations between as many of the variables in Figure 3
as possible. To this end, it has recently been observed
that 99% pure samples of quark jets can be obtained in
γ+2jet events, and 95% pure samples of gluon jets can be

Gallicchio & Schwartz 1106.3076

Bett
er



Gavin Salam (CERN) Progress in [...] jets @ First three years of the LHC, Mainz, March 2013 36

4

0

10 

20 

30 

40 

50 

0 10 20 300

  .1

  .2

  .3

  .4

Quark

Charged Track Multiplicity

L
in
ea
r
R
ad

ia
l
M
om

en
t

0

10

20

30

40

0 10 20 300

  .1

  .2

  .3

  .4

Charged Track Multiplicity

L
in
ea
r
R
ad

ia
l
M
om

en
t

Gluon

0

.1

.2

.3

.4

.5

.6

.7

.8

.9

1

0 10 20 300

  .1

  .2

  .3

  .4

Charged Track Multiplicity

L
in
ea
r
R
ad

ia
l
M
om

en
t

Likelihood: q/(q + g)

FIG. 2: 2D Histograms of the two best observables, along with the likelihood formed by combining them bin-by-bin.

of this figure, we show the 2D bin-by-bin likelihood dis-
tribution. Given these variables, the discriminant that
achieves optimal gluon rejection for a fixed quark effi-
ciency is a simple cut on the appropriate likelihood con-
tour. Cutting out the top-right corner, for example, elim-
inates the most egregiously gluey jets. In practice, this
can be pre-computed or measured in each jet pT window.
As part of jet energy scale calibrations, Atlas [22] has
measured these two variables in dijet, γ-jet, and multi-
jet samples and used them individually to determine the
flavor composition to 10% precision.
The same method can be applied for more than 2 ob-

servables, but then the exact likelihood becomes impos-
sible to map efficiently with limited training samples. A
multivariate technique like Boosted Decision Trees can
be employed to approximate this multidimensional like-
lihood distribution, as explained in [18].
In summary, quite a number of single variables do com-

parably well, while some (like pull or planar flow) do
quite poorly at gluon tagging. We examined many com-
binations of observables, and found significant improve-
ment by looking at pairs, but only marginal gains be-
yond that. The results for the gluon rejection as a func-
tion of quark efficiency are shown for a number of the
more interesting observables and combinations in Fig-
ure 3 for 200GeV jets. The relative performance of
variables changed little with pT even though the op-
timal cuts do. Definitions and distributions of these
variables, and thousands of others, can be found on
http://jets.physics.harvard.edu/qvg. Good pairs
of variables included one from the discrete category de-
scribed above, such as particle count, and one more con-
tinuous shape variable, like the linear radial moment
(girth).
As an example using these curves to estimate the im-

provement in a search’s reach, consider X → WW →
qq̄qq̄ whose background is mostly 4-jets from QCD, each
of which is a gluon 80% of the time [3]. By operating at
60% quark efficiency, only 1/10th of gluons pass the tag-
ger, which means (20%)4 of the total QCD background
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FIG. 3: Gluon rejection curves for several observables as a
function of Quark Jet Acceptance. The results for 200GeV
Jets are shown, but other samples give similar results. The
best pair of observables is charged track multiplicity and lin-
ear radial moment (girth). The best group of five also includes
jet mass for the hardest subjet of size R=0.2, the average kT
of all Rsub=0.1 subjets, and the 3rd such small subjet’s pT
fraction.

passes. One measure of statistical significance in a count-
ing experiment is S/

√
B, perhaps within a particular in-

variant mass window. Any starting significance can be
improved by a factor of 3.2 using these cuts. The 60%
operating point was chosen to maximize this significance
improvement for this particular background composition,
which highlights the need to characterize background re-
jection for all signal efficiencies.

Measurements of these variables are underway, but it
would be very interesting to see distributions of and cor-
relations between as many of the variables in Figure 3
as possible. To this end, it has recently been observed
that 99% pure samples of quark jets can be obtained in
γ+2jet events, and 95% pure samples of gluon jets can be

Best simple IR

safe observable

Gallicchio & Schwartz 1106.3076
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A(1) ⌘ girth ⌘ broadening ⌘ width ⌘ 1

pt,jet

X

i2jet

pt,i �Ri,jet

What’s the quantitative basis for quark–gluon discrimination?
[results in next pages from Larkoski, GPS & Thaler, in preparation]

Σq(A(1)) = probability that quark jet has girth < A(1)

Σg(A(1)) = probability that gluon jet has girth < A(1)
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same formula as before
at NLL, smaller β gives better discrimination

BUT: formula now valid for β > 0 rather than β > 1 
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related observables had been studied analytically in CAESAR paper
& in past couple of years by Jankowiak & Larkoski

& in parallel with our work by Gallicchio & Schwartz in MC
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Figure 2: Left: Distribution of C
(0.2)

1

for quark jets (blue) and gluon jets (red) using Pythia

dijet samples. The sample consists of anti-kT jets with radius R = 0.6 and transverse mo-

mentum in the range [400, 500] GeV. Right: Quark versus gluon discrimination curves using

C
(�)

1

for several values of � in Pythia. Also plotted is the leading log approximation for the

discrimination curve, Eq. (3.7).

FastJet 3.0.3 [57]. No detector simulations are used other than to remove muons and

neutrinos from the event samples before jet finding, as was done in analyses for the BOOST

2010 report [1].

We generate pure quark and gluon dijet samples from the processes qq ! qq and gg ! gg

in Pythia 8.165 [73, 74] at the 8 TeV LHC using tune 4C [75]. While Pythia is not fully

accurate to NLL, the inclusion of some NLL information does lead to greater discrimination

at smaller values of �, in agreement with Sec. 3.2. We scan over various jet radii and pT cuts

to study the dependence of the quark/gluon discrimination on these parameters. For this

study, we only use the hardest reconstructed hadron-level jet in the event with a transverse

momentum in the ranges of pT 2 [200, 300] GeV, [400, 500] GeV, or [800, 900] GeV.12 If the

hardest jet in the event lies outside the range of interest, the event is ignored. In addition,

we scan over jet radii values of R
0

= 0.4, 0.6, and 0.8. Because our broad conclusions hold

for all samples generated, we only show representative plots to illustrate the quark/gluon

performance of C
1

.

In Fig. 2a, we plot the distribution of C
(0.2)

1

for jets initiated by quarks and gluons with

transverse momentum in the range [400, 500] GeV and jet radius R = 0.6 in Pythia. As

12The reason for focusing only on the leading jet is that we want to minimize ambiguities related to defining

quark and gluon jets. The subleading jet is the one more likely to have undergone radiation, and with radiation,

the local emission environment is changed (i.e. non-global logs become important) and quark jets may change

into gluon jets, and vice-versa. Ref. [76] studied this issue in detail, defining an IRC-safe definition of jet flavor,

exploiting the fact that soft quarks have no associated singularities in QCD.

– 14 –

angularities
saturate
at β = 1

EEC moments
continue to improve

for β < 1
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analytical understanding points to using
energy-energy correlation moments 

which bring up to a factor ~2 better gluon rejection
than the jet width

[NB: less improvement with Herwig++]
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for several values of � in Pythia. Also plotted is the leading log approximation for the

discrimination curve, Eq. (3.7).

FastJet 3.0.3 [57]. No detector simulations are used other than to remove muons and

neutrinos from the event samples before jet finding, as was done in analyses for the BOOST

2010 report [1].

We generate pure quark and gluon dijet samples from the processes qq ! qq and gg ! gg

in Pythia 8.165 [73, 74] at the 8 TeV LHC using tune 4C [75]. While Pythia is not fully

accurate to NLL, the inclusion of some NLL information does lead to greater discrimination

at smaller values of �, in agreement with Sec. 3.2. We scan over various jet radii and pT cuts

to study the dependence of the quark/gluon discrimination on these parameters. For this

study, we only use the hardest reconstructed hadron-level jet in the event with a transverse

momentum in the ranges of pT 2 [200, 300] GeV, [400, 500] GeV, or [800, 900] GeV.12 If the

hardest jet in the event lies outside the range of interest, the event is ignored. In addition,

we scan over jet radii values of R
0

= 0.4, 0.6, and 0.8. Because our broad conclusions hold

for all samples generated, we only show representative plots to illustrate the quark/gluon

performance of C
1

.

In Fig. 2a, we plot the distribution of C
(0.2)

1

for jets initiated by quarks and gluons with

transverse momentum in the range [400, 500] GeV and jet radius R = 0.6 in Pythia. As

12The reason for focusing only on the leading jet is that we want to minimize ambiguities related to defining

quark and gluon jets. The subleading jet is the one more likely to have undergone radiation, and with radiation,

the local emission environment is changed (i.e. non-global logs become important) and quark jets may change

into gluon jets, and vice-versa. Ref. [76] studied this issue in detail, defining an IRC-safe definition of jet flavor,

exploiting the fact that soft quarks have no associated singularities in QCD.
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Other things I would have liked to talk about

Q-jets
Does clustering have to give a unique answer? What 
if you probe multiple possible clustering histories?

Ellis et al. arXiv:1201.1914 
Jet substructure by accident
Rather than looking for 16 jets (e.g. in BSM → 4 low-pt 
tops), look for O(4) fat jets, each with substructure. 
May be easier to reliably predict backgrounds

Cohen, Izaguirre, Lisanti & Lou arXiv:1212.1456

Pileup
How to remove it from jet shapes

Cacciari et al. arXiv:1211.2811

42

http://arxiv.org/abs/arXiv:1201.1914
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Other things I would have liked to talk about

43

FastJet Contrib
A space for people to contribute their own jet-tool 
libraries, to provide users with uniform, regularly 
updated and reliable access to a broad range of jet 
tools.
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Summary 

Use of jets beyond the “jet=parton”  idea is with us today.

That puts a responsibility on theorists to start 
understanding jet substructure beyond simply running 
Monte Carlos.

It seems that’s feasible, with the potential also to guide 
development of more powerful and more robust jet tools.

Hopefully, this will help reliably stretch the boundaries of 
what LHC can do in its searches and measurements!

44
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Fig. 1. – Left: comparison of measurements
and NLO (Blackhat-Sherpa) predictions of
W +n-jet cross sections v. n [25]. Right: ratio
of the Z + 2-jet to γ + 2-jet cross sections at
LO, NLO and with parton showers matched to
tree-level calculations, showing excellent sta-
bility [26].

limits. “Data-driven” sounds as if it is altogether independent of theorists. In this specific
case, for estimating the Z+jets background the idea is to measure the γ+jets cross
section (instead of a direct measurements of Z’s, which suffers from the low Z → "+"−

branching ratio) and then to use NLO predictions for the ratio of γ+jets to Z+jets to
deduce the expected measured Z+jets background. Many experimental systematics such
as jet-energy scale are common to both and therefore cancel in the ratio; meanwhile the
theoretical prediction is extremely stable, Fig. 2 (right). So, the data-driven method here
is actually a clever way of exploiting precisely known aspects both theory and experiment,
while minimising the impact of their intrinsic limitations. More generally, data-driven
methods don’t always (or even often) use NLO, but they do quite often involve this idea
of finding a way to combine the best of theory and experiment.

3. – Systematically matching showers and NLO

Despite the power of data-driven methods, there remain many cases where the exper-
iments do need a direct, quality prediction of hadron-collider processes. This is crucial
in many Higgs searches, which nearly always rely on precise hadron-level predictions of
the signal, and also often of the backgrounds. And it was the case also for the analysis
that led to the W+2-jet anomaly reported by CDF [3], but not found by D0 [28]. One of
the standards for collider predictions involves the matching of tree-level matrix-element
calculations with parton showers and it is to such predictions, passed through detector
simulations, that the CDF and D0 W+2j results were compared.

Combining tree-level (i.e. LO) calculations and parton showers is relatively easy nowa-
days thanks to automated tools for tree-level predictions of essentially any standard-
model process (e.g. MadGraph [29], Alpgen [30], Sherpa [31]) and methods such as
MLM [32] and CKKW [33] matching, which address the issue of combining tree-level
calculations for different multiplicities, while avoiding the double counting that would be
caused by the fact that parton-showers themselves generate extra emissions (for a recent

Understanding your taggers means you know what tools 
you can safely use with them

For robustness, you can then choose taggers whose 
distributions can be predicted in many ways

Just like 
MET(Z→νν) in 

multijets is reliably 
estimated from 
γ+jets because 
multiple types of 

calculations of the 
ratio agree
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What are we comfortable with?

47

Resolved Analysis

Find one jet/prong

Cut on jet pt, Δy, ...
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47

Resolved Analysis

Find one jet/prong

Cut on jet pt, Δy, ...

Cut on radiation in jet 
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Isolation cut for 
colourless leptons, γ
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[MDT/Prune/Trim/Filt/XYZTopTagger/Template ...]
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Cut on radiation in
subjets

Cut on radiation for 
colourless W,H,...

[τmn, Qjets, deconstruction...]
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Find subjets

Cut on subjet z, ΔR, ...
[MDT/Prune/Trim/Filt/XYZTopTagger/Template ...]



Gavin Salam (CERN) Progress in [...] jets @ First three years of the LHC, Mainz, March 2013

Different fat-jet tagger types

Radiation based

(e.g. N-subjettiness = τ3/τ2
+ mass cut)

• Requires top-mass 
consistency (maybe with 
some grooming)

• Exploits weaker radiation 
from top (3 quarks) than 
background (1q+2g or 
3g)

Prong based

(e.g. HEPTopTagger, 
Template Tagger)

• Identifies prongs

• Requires prongs be 
consistent with 
kinematics of  
t→Wb→ 3 quarks
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Infrared safety

49
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Infrared safety:

When the addition of one soft particle with momentum ε 
changes the outcome of tagging by an amount O(1).

It means that perturbative calculations give ∞

It means that the physics of hard objects may be irremediably 
contaminated by non-perturbative physics – not good for 

robustness!

Was long an issue in hadron-collider jet-finding.
Let’s make sure it doesn’t come back to haunt us!
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CMS’s pruning followed by a 
mass-drop cut:

see blackboard!
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IR issues in τ23

52

N-subjettiness τ3 / τ2:
τ2 measures departure from 2-parton energy flow
τ3 measures departure from 3-parton energy flow

2 hard partons
2 soft partons

τ2 ≪ 1
τ3 ≪ 1
τ3/τ2 ∼1 

}However soft the 
two gluons, you 
get finite τ3/τ2  

That’s IR unsafe

Cacciari et al ’12

Easily cured with a 
cut on τ2 / τ1, which 
forces 3rd prong not 

to be soft.

Extra cut has almost 
no impact on 
performance 
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Pileup in the 
boosted regime

53
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Pronged top taggers
Some have pileup-reduction built in (HEPTopTagger, 
Template), essentially by using small (R~0.2–0.3) sub-
cones, sometimes dynamically adjusted to the top pt 

For heavy pileup you will need to supplement them with 
full pileup subtraction (e.g. area-based).

[Technically trivial, but so far studied 
only for filtering & trimming]

Shape-based taggers
Until recently, no clear way of subtracting pileup.

54
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Pileup subtraction for shapes

55

2

and collinear safe jet shapes,2 without the need for ded-
icated analytic study of each individual shape variable.
It also involves an extension of the original area–median
prescription to account for hadron masses.
The first ingredient is a characterisation of the average

pileup density in a given event in terms of two variables,
ρ and ρm, such that the 4-vector of the expected pileup
deposition in a small region of size δyδφ can be written

[ ρ cosφ, ρ sinφ, (ρ+ ρm) sinh y, (ρ+ ρm) cosh y ] δyδφ ,
(1)

where ρ and ρm have only weak dependence on y (and
φ). Relative to the original area–median proposal [23], a
novelty here is the inclusion of a term ρm. It arises be-
cause pileup consists of low-pt hadrons, and their masses
are not negligible relative to their pt (cf. also [32, 33]).
It is important mainly for observables sensitive to differ-
ences between energy and 3-momentum, e.g. jet masses,
as we will see below.
The second and main new ingredient is a determina-

tion, for a specific jet, of the shape’s sensitivity to pileup.
Let the shape be defined by some function V ({pi}jet) of
the momenta pi in the jet. Among these momenta, we
include a set of “ghosts” [21], very low momentum par-
ticles that cover the y − φ plane at high density, each
of them mimicking a pileup-like component in a region
of area Ag. We then consider the derivatives of the jet
shape with respect to the transverse momentum scale,
pt,g, of the ghosts and with respect to a component

mδ,g ≡
√
m2

g + p2t,g − pt,g,

V (n,m)
jet ≡ An+m

g ∂n
pt,g

∂m
mδ,g

V ({pi}jet) . (2)

The derivatives are to be evaluated at pt,g = mδ,g = 0,
and by scaling all ghost momenta simultaneously.
Given the level of pileup, ρ, ρm, and the information

on the derivatives, one can then extrapolate the value of
the jet’s shape to zero pileup,

Vjet,sub = Vjet − ρV (1,0)
jet − ρmV (0,1)

jet

+
1

2
ρ2V (2,0)

jet +
1

2
ρ2mV (0,2)

jet + ρρmV (1,1)
jet + · · · . (3)

where the formula takes into account the fact that the
derivatives are evaluated for the jet including the pileup.
Handling derivatives with respect to both pt,g andmδ,g

can be cumbersome in practice. An alternative is to
introduce a new variable rt,g and set pt,g = rt,g and
mδ,g = ρm

ρ rt,g. We then take total derivatives with re-
spect to rt,g

V [n]
jet ≡ An

g

dn

drnt,g
V ({pi}jet) , (4)

2 For the correction of collinear unsafe quantities, e.g. fragmenta-
tion function moments, as used for quark/gluon discrimination
in [30], see [31].

so that the correction can be rewritten

Vjet,sub = Vjet − ρV [1]
jet +

1

2
ρ2V [2]

jet + · · · . (5)

The derivatives V (m,n) or V [n]
jet can be determined

numerically, for a specific jet, by rescaling the ghost
momenta and reevaluating the jet shape for multiple
rescaled values. Typically this is more stable with Eq. (4)
and this is the approach we use below.
To investigate the performance of our correction pro-

cedure, we consider a number of jet shapes:

• Angularities [12, 34], adapted to hadron-collider
jets as θ(β) =

∑

i pti∆Rβ
i,jet/

∑

i pti, for β =

0.5, 1, 2, 3; θ(1), the “girth”, “width” or “broaden-
ing” of the jet, has been found to be particularly
useful for quark/gluon discrimination [17, 35].

• Energy-energy-correlation (EEC) moments, advo-
cated for their resummation simplicity in [36],
E(β) =

∑

i,j ptiptj∆Rβ
i,j/(

∑

i pti)
2, using the same

set of β values. EEC-related variables have been
studied recently also in [37].

• “Subjettiness” ratios, designed for char-
acterising multi-pronged jets [13–15]:

one defines the subjettiness τ (axes,β)N =
∑

i pti min(∆Ri1, . . . ,∆RiN )β/
∑

i pti, where
∆Ria is the distance between particle i and axis a,
where a runs from 1 to N . One typically considers
ratios such as τ21 ≡ τ2/τ1 and τ32 ≡ τ3/τ2 (the
latter used e.g. in a recent search for R-parity
violating gluino decays [38]); we consider β = 1 and
β = 2, as well as two choices for determining the
axes: “kt”, which exploits the kt algorithm [39, 40]
to decluster the jet to N subjets and then uses
their axes; and “1kt”, which adjusts the “kt”
axes so as to obtain a single-pass approximate
minimisation of τN [15].

• A longitudinally invariant version of the planar
flow [11, 12], involving a 2 × 2 matrix Mαβ =
∑

i pti(αi − αjet)(βi − βjet), where α and β corre-
spond either to the rapidity y or azimuth φ; the
planar flow is then given by Pf = 4λ1λ2/(λ1+λ2)2,
where λ1,2 are the two eigenvalues of the matrix.

One should be aware that observables constructed from
ratios of shapes, such as τn,n−1 and planar flow, are not
infrared and collinear (IRC) safe for generic jets. In par-
ticular Pf and τ21 are IRC safe only when applied to jets
with a structure of at least two hard prongs, usually guar-
anteed by requiring the jets to have significant mass; τ32
requires a hard three-pronged structure,3 a condition not

3 Consider a jet consisting instead of just two hard particles with
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and collinear safe jet shapes,2 without the need for ded-
icated analytic study of each individual shape variable.
It also involves an extension of the original area–median
prescription to account for hadron masses.
The first ingredient is a characterisation of the average

pileup density in a given event in terms of two variables,
ρ and ρm, such that the 4-vector of the expected pileup
deposition in a small region of size δyδφ can be written

[ ρ cosφ, ρ sinφ, (ρ+ ρm) sinh y, (ρ+ ρm) cosh y ] δyδφ ,
(1)

where ρ and ρm have only weak dependence on y (and
φ). Relative to the original area–median proposal [23], a
novelty here is the inclusion of a term ρm. It arises be-
cause pileup consists of low-pt hadrons, and their masses
are not negligible relative to their pt (cf. also [32, 33]).
It is important mainly for observables sensitive to differ-
ences between energy and 3-momentum, e.g. jet masses,
as we will see below.
The second and main new ingredient is a determina-

tion, for a specific jet, of the shape’s sensitivity to pileup.
Let the shape be defined by some function V ({pi}jet) of
the momenta pi in the jet. Among these momenta, we
include a set of “ghosts” [21], very low momentum par-
ticles that cover the y − φ plane at high density, each
of them mimicking a pileup-like component in a region
of area Ag. We then consider the derivatives of the jet
shape with respect to the transverse momentum scale,
pt,g, of the ghosts and with respect to a component

mδ,g ≡
√
m2

g + p2t,g − pt,g,

V (n,m)
jet ≡ An+m

g ∂n
pt,g

∂m
mδ,g

V ({pi}jet) . (2)

The derivatives are to be evaluated at pt,g = mδ,g = 0,
and by scaling all ghost momenta simultaneously.
Given the level of pileup, ρ, ρm, and the information

on the derivatives, one can then extrapolate the value of
the jet’s shape to zero pileup,

Vjet,sub = Vjet − ρV (1,0)
jet − ρmV (0,1)

jet

+
1

2
ρ2V (2,0)

jet +
1

2
ρ2mV (0,2)

jet + ρρmV (1,1)
jet + · · · . (3)

where the formula takes into account the fact that the
derivatives are evaluated for the jet including the pileup.
Handling derivatives with respect to both pt,g andmδ,g

can be cumbersome in practice. An alternative is to
introduce a new variable rt,g and set pt,g = rt,g and
mδ,g = ρm

ρ rt,g. We then take total derivatives with re-
spect to rt,g

V [n]
jet ≡ An

g

dn

drnt,g
V ({pi}jet) , (4)

2 For the correction of collinear unsafe quantities, e.g. fragmenta-
tion function moments, as used for quark/gluon discrimination
in [30], see [31].

so that the correction can be rewritten

Vjet,sub = Vjet − ρV [1]
jet +

1

2
ρ2V [2]

jet + · · · . (5)

The derivatives V (m,n) or V [n]
jet can be determined

numerically, for a specific jet, by rescaling the ghost
momenta and reevaluating the jet shape for multiple
rescaled values. Typically this is more stable with Eq. (4)
and this is the approach we use below.
To investigate the performance of our correction pro-

cedure, we consider a number of jet shapes:

• Angularities [12, 34], adapted to hadron-collider
jets as θ(β) =

∑

i pti∆Rβ
i,jet/

∑

i pti, for β =

0.5, 1, 2, 3; θ(1), the “girth”, “width” or “broaden-
ing” of the jet, has been found to be particularly
useful for quark/gluon discrimination [17, 35].

• Energy-energy-correlation (EEC) moments, advo-
cated for their resummation simplicity in [36],
E(β) =

∑

i,j ptiptj∆Rβ
i,j/(

∑

i pti)
2, using the same

set of β values. EEC-related variables have been
studied recently also in [37].

• “Subjettiness” ratios, designed for char-
acterising multi-pronged jets [13–15]:

one defines the subjettiness τ (axes,β)N =
∑

i pti min(∆Ri1, . . . ,∆RiN )β/
∑

i pti, where
∆Ria is the distance between particle i and axis a,
where a runs from 1 to N . One typically considers
ratios such as τ21 ≡ τ2/τ1 and τ32 ≡ τ3/τ2 (the
latter used e.g. in a recent search for R-parity
violating gluino decays [38]); we consider β = 1 and
β = 2, as well as two choices for determining the
axes: “kt”, which exploits the kt algorithm [39, 40]
to decluster the jet to N subjets and then uses
their axes; and “1kt”, which adjusts the “kt”
axes so as to obtain a single-pass approximate
minimisation of τN [15].

• A longitudinally invariant version of the planar
flow [11, 12], involving a 2 × 2 matrix Mαβ =
∑

i pti(αi − αjet)(βi − βjet), where α and β corre-
spond either to the rapidity y or azimuth φ; the
planar flow is then given by Pf = 4λ1λ2/(λ1+λ2)2,
where λ1,2 are the two eigenvalues of the matrix.

One should be aware that observables constructed from
ratios of shapes, such as τn,n−1 and planar flow, are not
infrared and collinear (IRC) safe for generic jets. In par-
ticular Pf and τ21 are IRC safe only when applied to jets
with a structure of at least two hard prongs, usually guar-
anteed by requiring the jets to have significant mass; τ32
requires a hard three-pronged structure,3 a condition not

3 Consider a jet consisting instead of just two hard particles with

Cacciari, Dutta, JH Kim, GPS & Soyez ’12

Ghost area

Shape as a function of
particle momenta in jet

nth derivative of 
shape wrt ghost 

momenta

2

and collinear safe jet shapes,2 without the need for ded-
icated analytic study of each individual shape variable.
It also involves an extension of the original area–median
prescription to account for hadron masses.
The first ingredient is a characterisation of the average

pileup density in a given event in terms of two variables,
ρ and ρm, such that the 4-vector of the expected pileup
deposition in a small region of size δyδφ can be written

[ ρ cosφ, ρ sinφ, (ρ+ ρm) sinh y, (ρ+ ρm) cosh y ] δyδφ ,
(1)

where ρ and ρm have only weak dependence on y (and
φ). Relative to the original area–median proposal [23], a
novelty here is the inclusion of a term ρm. It arises be-
cause pileup consists of low-pt hadrons, and their masses
are not negligible relative to their pt (cf. also [32, 33]).
It is important mainly for observables sensitive to differ-
ences between energy and 3-momentum, e.g. jet masses,
as we will see below.
The second and main new ingredient is a determina-

tion, for a specific jet, of the shape’s sensitivity to pileup.
Let the shape be defined by some function V ({pi}jet) of
the momenta pi in the jet. Among these momenta, we
include a set of “ghosts” [21], very low momentum par-
ticles that cover the y − φ plane at high density, each
of them mimicking a pileup-like component in a region
of area Ag. We then consider the derivatives of the jet
shape with respect to the transverse momentum scale,
pt,g, of the ghosts and with respect to a component

mδ,g ≡
√
m2

g + p2t,g − pt,g,

V (n,m)
jet ≡ An+m

g ∂n
pt,g

∂m
mδ,g

V ({pi}jet) . (2)

The derivatives are to be evaluated at pt,g = mδ,g = 0,
and by scaling all ghost momenta simultaneously.
Given the level of pileup, ρ, ρm, and the information

on the derivatives, one can then extrapolate the value of
the jet’s shape to zero pileup,

Vjet,sub = Vjet − ρV (1,0)
jet − ρmV (0,1)

jet

+
1

2
ρ2V (2,0)

jet +
1

2
ρ2mV (0,2)

jet + ρρmV (1,1)
jet + · · · . (3)

where the formula takes into account the fact that the
derivatives are evaluated for the jet including the pileup.
Handling derivatives with respect to both pt,g andmδ,g

can be cumbersome in practice. An alternative is to
introduce a new variable rt,g and set pt,g = rt,g and
mδ,g = ρm

ρ rt,g. We then take total derivatives with re-
spect to rt,g

V [n]
jet ≡ An

g

dn

drnt,g
V ({pi}jet) , (4)

2 For the correction of collinear unsafe quantities, e.g. fragmenta-
tion function moments, as used for quark/gluon discrimination
in [30], see [31].

so that the correction can be rewritten

Vjet,sub = Vjet − ρV [1]
jet +

1

2
ρ2V [2]

jet + · · · . (5)

The derivatives V (m,n) or V [n]
jet can be determined

numerically, for a specific jet, by rescaling the ghost
momenta and reevaluating the jet shape for multiple
rescaled values. Typically this is more stable with Eq. (4)
and this is the approach we use below.
To investigate the performance of our correction pro-

cedure, we consider a number of jet shapes:

• Angularities [12, 34], adapted to hadron-collider
jets as θ(β) =

∑

i pti∆Rβ
i,jet/

∑

i pti, for β =

0.5, 1, 2, 3; θ(1), the “girth”, “width” or “broaden-
ing” of the jet, has been found to be particularly
useful for quark/gluon discrimination [17, 35].

• Energy-energy-correlation (EEC) moments, advo-
cated for their resummation simplicity in [36],
E(β) =

∑

i,j ptiptj∆Rβ
i,j/(

∑

i pti)
2, using the same

set of β values. EEC-related variables have been
studied recently also in [37].

• “Subjettiness” ratios, designed for char-
acterising multi-pronged jets [13–15]:

one defines the subjettiness τ (axes,β)N =
∑

i pti min(∆Ri1, . . . ,∆RiN )β/
∑

i pti, where
∆Ria is the distance between particle i and axis a,
where a runs from 1 to N . One typically considers
ratios such as τ21 ≡ τ2/τ1 and τ32 ≡ τ3/τ2 (the
latter used e.g. in a recent search for R-parity
violating gluino decays [38]); we consider β = 1 and
β = 2, as well as two choices for determining the
axes: “kt”, which exploits the kt algorithm [39, 40]
to decluster the jet to N subjets and then uses
their axes; and “1kt”, which adjusts the “kt”
axes so as to obtain a single-pass approximate
minimisation of τN [15].

• A longitudinally invariant version of the planar
flow [11, 12], involving a 2 × 2 matrix Mαβ =
∑

i pti(αi − αjet)(βi − βjet), where α and β corre-
spond either to the rapidity y or azimuth φ; the
planar flow is then given by Pf = 4λ1λ2/(λ1+λ2)2,
where λ1,2 are the two eigenvalues of the matrix.

One should be aware that observables constructed from
ratios of shapes, such as τn,n−1 and planar flow, are not
infrared and collinear (IRC) safe for generic jets. In par-
ticular Pf and τ21 are IRC safe only when applied to jets
with a structure of at least two hard prongs, usually guar-
anteed by requiring the jets to have significant mass; τ32
requires a hard three-pronged structure,3 a condition not

3 Consider a jet consisting instead of just two hard particles with
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FIG. 1: Impact of pileup and subtraction on various jet-shape distributions and their averages, in dijet, WW and tt̄ production
processes. The distributions are shown for Poisson distributed pileup (with an average of 30 pileup events) and the averages
are shown as a function of the number of pileup events, nPU. The shapes are calculated for jets with pt > 500 GeV (the cut is
applied before adding pileup, as are the cuts on the jet mass mJ and subjettiness ratio τ21 where relevant).

imposed in previous work, and that we will apply here
through a cut on τ21.

For the angularities and EECmoments we have verified
that the first two numerically-obtained derivatives agree
with analytical calculations in the case of a jet consisting
of a single hard particle. For variables like τN that involve
a partition of a jet, one subtlety is that the partitioning
can change as the ghost momenta are varied to evaluate
the numerical derivative. The resulting discontinuities
(or non-smoothness) in the observable’s value would then
result in nonsensical estimates of the derivatives. We
find no such issue in our numerical method to evaluate
the derivatives, but were it to arise, one could choose to
force a fixed partitioning.

pt = 1000 GeV, with φ = 0, 0.5 and two further soft particles
with pt = ε, at φ = 0.05, 0.1, all particles having y = 0. It
is straightforward to see that τ32 is finite and independent of ε
for ε → 0, which results in an infinite leading-order perturbative
distribution for τ32.

To test the method in simulated events with pileup,
we use Pythia 8.165, tune 4C [41, 42]. We consider
3 hard event samples: dijet, WW and tt̄ production,
with hadronic W decays, all with underlying event (UE)
turned off (were it turned on, the subtraction proce-
dure would remove it too). We use anti-kt jets [43]
with R = 0.7, taking only those with pt > 500 GeV
(before addition of pileup). All jet-finding is performed
with FastJet 3.0 [44]. The determination of ρ and ρm
for each event follows the area–median approach [23]:
the event is broken into patches and in each patch one
evaluates pt,patch =

∑

i∈patch pt,i, as well as mδ,patch =
∑

i∈patch

(

√
m2

i + p2t,i−pti
)

, where the sum runs over par-
ticles i in the patch. Then ρ and ρm are given by

ρ = median
patches

{

pt,patch
Apatch

}

, ρm = median
patches

{

mδ,patch

Apatch

}

,

(6)
where Apatch is the area of each patch. To obtain the
patches we cluster the event with the kt algorithm with
R = 0.4. The median helps limit the results’ sensitivity
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FIG. 1: Impact of pileup and subtraction on various jet-shape distributions and their averages, in dijet, WW and tt̄ production
processes. The distributions are shown for Poisson distributed pileup (with an average of 30 pileup events) and the averages
are shown as a function of the number of pileup events, nPU. The shapes are calculated for jets with pt > 500 GeV (the cut is
applied before adding pileup, as are the cuts on the jet mass mJ and subjettiness ratio τ21 where relevant).

imposed in previous work, and that we will apply here
through a cut on τ21.

For the angularities and EECmoments we have verified
that the first two numerically-obtained derivatives agree
with analytical calculations in the case of a jet consisting
of a single hard particle. For variables like τN that involve
a partition of a jet, one subtlety is that the partitioning
can change as the ghost momenta are varied to evaluate
the numerical derivative. The resulting discontinuities
(or non-smoothness) in the observable’s value would then
result in nonsensical estimates of the derivatives. We
find no such issue in our numerical method to evaluate
the derivatives, but were it to arise, one could choose to
force a fixed partitioning.

pt = 1000 GeV, with φ = 0, 0.5 and two further soft particles
with pt = ε, at φ = 0.05, 0.1, all particles having y = 0. It
is straightforward to see that τ32 is finite and independent of ε
for ε → 0, which results in an infinite leading-order perturbative
distribution for τ32.

To test the method in simulated events with pileup,
we use Pythia 8.165, tune 4C [41, 42]. We consider
3 hard event samples: dijet, WW and tt̄ production,
with hadronic W decays, all with underlying event (UE)
turned off (were it turned on, the subtraction proce-
dure would remove it too). We use anti-kt jets [43]
with R = 0.7, taking only those with pt > 500 GeV
(before addition of pileup). All jet-finding is performed
with FastJet 3.0 [44]. The determination of ρ and ρm
for each event follows the area–median approach [23]:
the event is broken into patches and in each patch one
evaluates pt,patch =

∑

i∈patch pt,i, as well as mδ,patch =
∑

i∈patch

(

√
m2

i + p2t,i−pti
)

, where the sum runs over par-
ticles i in the patch. Then ρ and ρm are given by

ρ = median
patches

{

pt,patch
Apatch

}

, ρm = median
patches

{

mδ,patch

Apatch

}

,

(6)
where Apatch is the area of each patch. To obtain the
patches we cluster the event with the kt algorithm with
R = 0.4. The median helps limit the results’ sensitivity
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FIG. 2: Left: rate for tagging quark and gluon jets using a fixed cut on the jet width, shown as a function of the number of
pileup vertices. Middle: filtered jet-mass distribution for fat jets in tt̄ events, showing the impact of the ρ and ρm components
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FIG. 1: Impact of pileup and subtraction on various jet-shape distributions and their averages, in dijet, WW and tt̄ production
processes. The distributions are shown for Poisson distributed pileup (with an average of 30 pileup events) and the averages
are shown as a function of the number of pileup events, nPU. The shapes are calculated for jets with pt > 500 GeV (the cut is
applied before adding pileup, as are the cuts on the jet mass mJ and subjettiness ratio τ21 where relevant).

imposed in previous work, and that we will apply here
through a cut on τ21.

For the angularities and EECmoments we have verified
that the first two numerically-obtained derivatives agree
with analytical calculations in the case of a jet consisting
of a single hard particle. For variables like τN that involve
a partition of a jet, one subtlety is that the partitioning
can change as the ghost momenta are varied to evaluate
the numerical derivative. The resulting discontinuities
(or non-smoothness) in the observable’s value would then
result in nonsensical estimates of the derivatives. We
find no such issue in our numerical method to evaluate
the derivatives, but were it to arise, one could choose to
force a fixed partitioning.

pt = 1000 GeV, with φ = 0, 0.5 and two further soft particles
with pt = ε, at φ = 0.05, 0.1, all particles having y = 0. It
is straightforward to see that τ32 is finite and independent of ε
for ε → 0, which results in an infinite leading-order perturbative
distribution for τ32.

To test the method in simulated events with pileup,
we use Pythia 8.165, tune 4C [41, 42]. We consider
3 hard event samples: dijet, WW and tt̄ production,
with hadronic W decays, all with underlying event (UE)
turned off (were it turned on, the subtraction proce-
dure would remove it too). We use anti-kt jets [43]
with R = 0.7, taking only those with pt > 500 GeV
(before addition of pileup). All jet-finding is performed
with FastJet 3.0 [44]. The determination of ρ and ρm
for each event follows the area–median approach [23]:
the event is broken into patches and in each patch one
evaluates pt,patch =

∑

i∈patch pt,i, as well as mδ,patch =
∑

i∈patch

(

√
m2

i + p2t,i−pti
)

, where the sum runs over par-
ticles i in the patch. Then ρ and ρm are given by

ρ = median
patches

{

pt,patch
Apatch

}

, ρm = median
patches

{

mδ,patch

Apatch

}

,

(6)
where Apatch is the area of each patch. To obtain the
patches we cluster the event with the kt algorithm with
R = 0.4. The median helps limit the results’ sensitivity
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FIG. 1: Impact of pileup and subtraction on various jet-shape distributions and their averages, in dijet, WW and tt̄ production
processes. The distributions are shown for Poisson distributed pileup (with an average of 30 pileup events) and the averages
are shown as a function of the number of pileup events, nPU. The shapes are calculated for jets with pt > 500 GeV (the cut is
applied before adding pileup, as are the cuts on the jet mass mJ and subjettiness ratio τ21 where relevant).

imposed in previous work, and that we will apply here
through a cut on τ21.

For the angularities and EECmoments we have verified
that the first two numerically-obtained derivatives agree
with analytical calculations in the case of a jet consisting
of a single hard particle. For variables like τN that involve
a partition of a jet, one subtlety is that the partitioning
can change as the ghost momenta are varied to evaluate
the numerical derivative. The resulting discontinuities
(or non-smoothness) in the observable’s value would then
result in nonsensical estimates of the derivatives. We
find no such issue in our numerical method to evaluate
the derivatives, but were it to arise, one could choose to
force a fixed partitioning.

pt = 1000 GeV, with φ = 0, 0.5 and two further soft particles
with pt = ε, at φ = 0.05, 0.1, all particles having y = 0. It
is straightforward to see that τ32 is finite and independent of ε
for ε → 0, which results in an infinite leading-order perturbative
distribution for τ32.

To test the method in simulated events with pileup,
we use Pythia 8.165, tune 4C [41, 42]. We consider
3 hard event samples: dijet, WW and tt̄ production,
with hadronic W decays, all with underlying event (UE)
turned off (were it turned on, the subtraction proce-
dure would remove it too). We use anti-kt jets [43]
with R = 0.7, taking only those with pt > 500 GeV
(before addition of pileup). All jet-finding is performed
with FastJet 3.0 [44]. The determination of ρ and ρm
for each event follows the area–median approach [23]:
the event is broken into patches and in each patch one
evaluates pt,patch =

∑

i∈patch pt,i, as well as mδ,patch =
∑

i∈patch

(

√
m2

i + p2t,i−pti
)

, where the sum runs over par-
ticles i in the patch. Then ρ and ρm are given by

ρ = median
patches

{

pt,patch
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}

, ρm = median
patches
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,
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where Apatch is the area of each patch. To obtain the
patches we cluster the event with the kt algorithm with
R = 0.4. The median helps limit the results’ sensitivity
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