
   Measurements of   V + (heavy) jet, 
γ + (heavy) jet 

and γγ production cross sections 
at the DØ experiment

Björn Penning
Fermilab/UChicago

On behalf of the D0 collaboration

Friday, July 19, 13



Björn Penning, EPS 2013, July 19th, 2013

Dijet mass [GeV]
0 50 100 150 200 250 300 350 400

Ev
en

ts
 / 

20
 G

eV

0
50

100
150
200
250
300
350
400

 -1DØ, 9.7 fb
)+2 jets, two medium b-tagsilAV(

Data
VV
Top
V+hf
V+lf
Multijet

 50)×Signal (
=125 GeVHM

(b)

68&Q):=($-)5&3&E$955"$%&

9 

muons electrons 

Excess events 158 +- 46 240 +- 55 
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Why pursue these studies in times of the Higgs?

• Test of perturbative QCD calculations:
recent high jet multiplicity calculations available, 
appropriate scale choice not always clear

• Monte Carlo modeling:
Parton Shower (PS) and Matrix Element (ME) 
approaches need tests/tuning

• Measurements:
Bkgd to precision SM measurements and searches for 
NP

Higgs
‘New Phenomena’
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The Tevatron & DØ
Tevatron

•  

•  

• RunII: 2001-2011: Typical average 
luminosity: 

 >400x1030 cm-2 sec-1

~70pb-1 per week

DØ Detector

• Central Tracking: 
Silicon vertex detector and fibre tracker in 
2T field tracker and 

• Calorimeter:
Hermetic coverage |η|<3.6, LAr calorimeter

• Muon System: 
Excellent purity and coverage: |η|<2

• Excellent detector understanding after a 
decade of operation

CDF

DØ

11.5fb-1

10.3fb-1
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Precision data on W+jets production from Tevatron highlights wide 
variation in predictions for high rapidity jet rates in different 
theoretical approaches… 

W"boson"plus"jets"produc6on"

• Fundamental test of pQCD & bkgd for many 
measurements

• Test of W+≤4j production, measurement of 
diff. cross-section  in nth jet mult. bin for many 
kinematic distributions.

W+jets production 
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 Sub. Phys. Rev. D,   arXiv:1302.6508

• Compared to Blackhat+Sherpa

• Reasonable agreement between data and all 
theories in central region, variation of 
predictions for high rapidity jets
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Precision data on W+jets production from Tevatron highlights wide 
variation in predictions for high rapidity jet rates in different 
theoretical approaches… 

W"boson"plus"jets"produc6on"
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W+jets production 

• Dependence of average jet multiplicity in W+jet events on transverse energy of hard interaction tested 
for first time

• Both PS MC and MEPS underestimate high pT jets, NLO fit well over entire range

5
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B. Mean jet multiplicities

Figures 21(a) and (b) show the mean number of high-
pT jets produced in W +n-jet events as a function of HT

in inclusive W +1-jet and W +2-jet events, respectively,
allowing us to investigate how the jet multiplicity in W +
n-jet events correlates with increasing boson and parton
transverse energy.

The data display a sharp rise in the mean number of
jets versus HT . We observe that high HT events are
typically high jet multiplicity events with moderate jet
pT rather than low multiplicity events with high pT .
The high HT region is therefore particularly sensitive
to higher-order corrections and proper modeling of the
jet emissions in such a region will be necessary to per-
mit discrimination between standard model vector boson
plus jets production and indications of new physics with
different high HT properties.

The blackhat collaboration use the following pre-
scription for calculating the expected mean number of
jets within a given kinematic interval in an inclusive
W + n-jet event to improve the description beyond the
standard NLO pQCD calculation:

〈Njet〉 = n+
(

dσNLO
n+1 + dσLO

n+2

)

/dσNLO
n . (12)

Such a definition includes all NLO corrections, plus
some higher-order terms in αs, but essentially becomes
a leading-order calculation where 〈Njet〉 → n + 1 in an
inclusive W + n-jet event, leading to reduced reliability
in the predictions.

In inclusive one-jet events (Fig. 21(a)), parton shower
approaches are unable to describe the jet emission de-
pendence, diverging from the data even at the lowest HT

accessible. Such predictions plateau below 〈Njet〉 = 2
due to the limitations of the W + 1-jet matrix element.
Both matrix element plus matched parton shower ap-
proaches from alpgen+(pythia/herwig) and sherpa
do a somewhat better job of describing the jet multiplic-
ity increase but again reach a maximum at 〈Njet〉 = 2.2,
well below the data which reaches a maximum jet multi-
plicity of 2.5. In contrast, the NLO blackhat+sherpa
approach is successful in describing the 〈Njet〉 spectrum
across the entireHT range in inclusive one-jet events with
good accuracy.

For inclusive two-jet events (Fig. 21(b)), we focus on
resummation and NLO pQCD approaches, due to parton
shower simulations, which contain LO matrix elements
only, having reduced accuracy and less predictive power
for high jet-multiplicity final states. Here, the NLO pre-
diction again describes the data well over the full range of
measured HT . Calculations from hej perform well at low
HT , but begin to underestimate the amount of high-pT
jet emission above HT > 250 GeV.

We also measure the mean jet multiplicity as a func-
tion of the rapidity separation between the two highest-
pT jets and between the two most rapidity-separated jets
in inclusive W + dijet events, with the results shown in
Fig. 22. The mean number of jets as a function of dijet
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FIG. 21: (color online) Measurement of the mean number of
jets in (a) inclusiveW+1-jet events and (b) inclusiveW+2-jet
events as a function of the scalar sum of transverse energies
of the W boson and all jets in the event, with comparison
to various theoretical predictions. The lower pane shows the-
ory/data comparisons.

24

B. Mean jet multiplicities

Figures 21(a) and (b) show the mean number of high-
pT jets produced in W +n-jet events as a function of HT

in inclusive W +1-jet and W +2-jet events, respectively,
allowing us to investigate how the jet multiplicity in W +
n-jet events correlates with increasing boson and parton
transverse energy.

The data display a sharp rise in the mean number of
jets versus HT . We observe that high HT events are
typically high jet multiplicity events with moderate jet
pT rather than low multiplicity events with high pT .
The high HT region is therefore particularly sensitive
to higher-order corrections and proper modeling of the
jet emissions in such a region will be necessary to per-
mit discrimination between standard model vector boson
plus jets production and indications of new physics with
different high HT properties.

The blackhat collaboration use the following pre-
scription for calculating the expected mean number of
jets within a given kinematic interval in an inclusive
W + n-jet event to improve the description beyond the
standard NLO pQCD calculation:

〈Njet〉 = n+
(

dσNLO
n+1 + dσLO

n+2

)

/dσNLO
n . (12)

Such a definition includes all NLO corrections, plus
some higher-order terms in αs, but essentially becomes
a leading-order calculation where 〈Njet〉 → n + 1 in an
inclusive W + n-jet event, leading to reduced reliability
in the predictions.

In inclusive one-jet events (Fig. 21(a)), parton shower
approaches are unable to describe the jet emission de-
pendence, diverging from the data even at the lowest HT

accessible. Such predictions plateau below 〈Njet〉 = 2
due to the limitations of the W + 1-jet matrix element.
Both matrix element plus matched parton shower ap-
proaches from alpgen+(pythia/herwig) and sherpa
do a somewhat better job of describing the jet multiplic-
ity increase but again reach a maximum at 〈Njet〉 = 2.2,
well below the data which reaches a maximum jet multi-
plicity of 2.5. In contrast, the NLO blackhat+sherpa
approach is successful in describing the 〈Njet〉 spectrum
across the entireHT range in inclusive one-jet events with
good accuracy.

For inclusive two-jet events (Fig. 21(b)), we focus on
resummation and NLO pQCD approaches, due to parton
shower simulations, which contain LO matrix elements
only, having reduced accuracy and less predictive power
for high jet-multiplicity final states. Here, the NLO pre-
diction again describes the data well over the full range of
measured HT . Calculations from hej perform well at low
HT , but begin to underestimate the amount of high-pT
jet emission above HT > 250 GeV.

We also measure the mean jet multiplicity as a func-
tion of the rapidity separation between the two highest-
pT jets and between the two most rapidity-separated jets
in inclusive W + dijet events, with the results shown in
Fig. 22. The mean number of jets as a function of dijet

100 150 200 250 300 350 400 450

〉
je

t
N〈

1

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

>20 GeV
T

p>40 GeV, 
T
W|<1.1, Meη>15 GeV, | 

T
ep

|<3.2jet>20 GeV, |y
T
jet=0.5, pconeR

)+jets+Xν e→, W(-1DØ, 3.7 fb

NLO Blackhat+Sherpa
Alpgen+Pythia
Alpgen+Herwig
Pythia
Herwig
Sherpa

(a)

 (GeV)TH
100 150 200 250 300 350 400 450

Th
eo

ry
/D

at
a

0.8
0.9

1
1.1 1jet+X≥)+ν e→W(

100 150 200 250 300 350 400 450

〉
je

t
N〈

2

2.2

2.4

2.6

2.8

>20 GeV
T

p>40 GeV, 
T
W|<1.1, Meη>15 GeV, | 

T
ep

|<3.2jet>20 GeV, |y
T
jet=0.5, pconeR

2jets+X≥)+ν e→, W(-1DØ, 3.7 fb

NLO Blackhat+Sherpa
HEJ

(b)

 (GeV)TH
100 150 200 250 300 350 400 450

Th
eo

ry
/D

at
a

0.9

1

1.1 2jets+X≥)+ν e→W(

FIG. 21: (color online) Measurement of the mean number of
jets in (a) inclusiveW+1-jet events and (b) inclusiveW+2-jet
events as a function of the scalar sum of transverse energies
of the W boson and all jets in the event, with comparison
to various theoretical predictions. The lower pane shows the-
ory/data comparisons.
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W+jets production 

• Study radiation emissions into rapidity interval between two energetic jets in events with a W boson 
(important for jet vetoes)

• HEJ and NLO perform well with some with NLO exhibiting large uncertainties at large rapidity rapidity

• Sherpa and other (ME)PS MCs exhibit insufficient radiation at wide angels

6

9"
Q
C
D
"m

e
a
su
re
m
e
n
ts"a

t"th
e
"T
e
va
tro

n
"–
"D
a
rre

n
"P
rice

"–
"SM

@
LH

C
"2
0
1
3
"A
p
ril"1

0
th"2

0
1
3
"

W+jets"third"jet"emission"probability"vs."Δy"

Very similar to previous, but now only interested in third jet emission. 
Three configurations: 

For rapidity-ordered jets: 
!  HEJ in particular performs well, with small uncertainties at wide angle 
!  NLO agrees well, but with large uncertainties at large rapidity intervals 
!  Sherpa behaves like most MEPS (or PS) MC’s with insufficient radiation at wide angle 

Highlights a way to veto on SM W+jets production for searches 

Two highest pT jets Two most rapidity-separated jets 
Highest pT jets with requirement 

that third jet be emitted in 
between the first two in rapidity 

arXiv:1302.6508$[hepUex]$
SubmiYed$to$Phys.$Rev.$D$

two highest pT jets
two most rapidity

 separated jets
highest pT jets emitted 

between first two in rapidity
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Tagging efficiency 

Ashish Kumar, SUNY at Buffalo 

•  The efficiency of jet to pass tagging 
selection must be corrected for data to 
MC differences 

•  The correction factors are derived from 
heavy-flavor enriched dijet data sample 
and is parameterized in jet kinematics 

•  While the misidentification rate for the 
tagging procedure is on the order of 
1%, the large number of light jets 
makes them a significant portion of our 
samples 

23 

b/c-tagging

• Long life-time of b/c-hadrons → 
displaced vertex

• DØ uses MVA, exploiting

- information of displaced vertex, 
track impact and PV association 
probability

- Typically 50-60% efficient for 
0.5-1.5% fake rate

7

SignalBackground

b-tag efficiencies
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W+b

• Main background for many searches and Higgs boson measurements

• Significant excess over NLO observed by CDF 

8

6

We measure the fraction of W +b+X events in the final
selected sample by performing a binned maximum like-
lihood fit to the observed data distribution of the DMJL

discriminant in our sample shown in Fig. 2. The tem-
plates for W+light flavor, W +b, and W +c jets shown in
Fig. 2 are taken from the efficiency-corrected simulation.
Expected contributions from Z+jets, single top quark, tt̄,
diboson, and multijet production are subtracted from the
data. After performing the fits, we obtain the number of
events with different jet flavors listed in Table II.

The measured cross sections are presented at the parti-
cle level by correcting for detector acceptance, selection-
efficiencies, and b-jet identification. We quote our result
as a cross section in a restricted phase space: at least
one b-jet with pb-jet

T > 20 GeV, |ηb-jet| < 1.1 and a muon
with pµ

T > 20 GeV and |ηµ| < 1.7 or an electron with
pe

T > 20 GeV and |ηe| < 1.1 or 1.5 < |ηe| < 2.5. For the
neutrino momentum we require pν

T > 25 GeV.

W → µν W → eν
Process Events Fraction Events Fraction
W + b 1306 ± 166 0.3 ± 0.04 1676 ± 212 0.27 ± 0.03
W + c 664 ± 97 0.1 ± 0.02 1096 ± 159 0.18 ± 0.03
W + l.f. 2152 ± 265 0.5 ± 0.07 3479 ± 425 0.56 ± 0.07
Data−Bkgd 4127 ± 150 6255 ± 168

TABLE II: Estimated numbers of W + jet events from fitting
the flavor-specific processes, along with the expected back-
ground of W boson processes and the data after subtracting
Z+jets, single top quark, tt̄, and diboson background pro-
cesses. l.f. stands for light flavor jets. Uncertainties include
statistical and systematic contributions.

Systematic uncertainties are determined by varying ex-
perimental parameters and efficiency/acceptance correc-
tions by one standard deviation and propagating the ef-
fect on DMJL. The systematic uncertainties are domi-
nated by effects related to the measurement of jets. The
contributions from jet energy resolution, jet modeling,
and detector effects are about 2.5%, 3%, and 4%, re-
spectively. Uncertainties on b-jet identification are de-
termined in data and simulations by using b-jet-enriched
samples and are about 2%−5% per jet. The uncertainties
due to lepton identification are about 2%. The integrated
luminosity is known to a precision of 6.1% [25]. The un-
certainty of the template fit is estimated by varying the
normalization and shape from the data corrections of the
W boson processes and the fit parameters (about 6%).
By summing the uncertainties in quadrature we obtain
a final total systematic uncertainty on the cross section
measurements of approximately 12%.

The cross section times branching fraction is calculated
by dividing the number of signal events measured by in-
tegrated luminosity (L), acceptance (A), and efficiencies
(ε) of the selection requirements:
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FIG. 2: [color online] Contributions of the various jet flavors nor-
malized to the measured cross section obtained from a fit in the
W → µν channel on both (a) linear and (b) logarithmic scales.
The various W + jets processes are shown as filled histograms and
data, after the subtraction of contributions from Drell-Yan, dibo-
son, and top quark production, are represented with black markers.
The uncertainties include both statistical and systematic contribu-
tions.

σ(W + b) · B(W → $ν) =
NW+b

L · A · ε
, (1)

where ε is given by the product of the trigger, object
reconstruction, and selection efficiencies.

We first present results separately for the muon chan-
nel and electron channel because they are performed in
slightly different requirements on the phase space of the
lepton and then combine using a common phase space.
We measure from the cross section in the muon chan-
nel where W → µν in a visible phase space defined by
pµ

T > 20 GeV, |ηµ| < 1.7 with at least one b-jet limited

to pb-jet
T > 20 GeV and |ηb-jet| < 1.1 as,

σ(W + b) · B(W → µν) =

1.04 ± 0.05 (stat.)± 0.12 (syst.) pb.
(2)

σ(W + b) · B(W → "ν) =

1.05 ± 0.03 (stat.) ± 0.12 (syst.) pb.
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efficiency determined in simulation for a W + b signal to
pass these requirements is about 82%.

Identification of b jets is crucial for this measurement.
Once the inclusive W+jets sample is defined, the jets con-
sidered for b tagging are subject to a requirement called
taggability. This requirement is imposed to decouple the
performance of the b-jet identification from detector ef-
fects. For a jet to be taggable, it must contain at least
two tracks with at least one hit in the SMT, pT > 1 GeV
for the highest-pT track and pT > 0.5 GeV for the next-
to-highest pT track. The efficiency for a jet to be taggable
is about 90% in the selected phase space.

The D0 b-tagging algorithm for identifying heavy fla-
vor jets is based on a combination of variables sensitive
to the presence secondary vertices (SV) or tracks dis-
placed from the PV. This analysis uses an updated b
tagger utilizing a multivariate analysis (MVA) [21, 22]
that provides improved performance over the previous
neural network based algorithm [23]. The most sensitive
input variables to the MVA are the number of recon-
structed secondary vertices in the jet, the invariant mass
of charged particles associated with the SV (MSV), the
number of tracks used to reconstruct the SV, the two-
dimensional decay length significance of the SV in the
plane transverse to the beam, a weighted combination
of the tracks’ transverse impact parameter significances,
and the probability that the tracks from the jet origi-
nate from the PV, which is referred to as the jet lifetime
probability (JLIP). The MVA provides a continuous out-
put value that tends towards one for b jets and zero for
non-b jets. Events are considered in which at least one
jet passes a tight MVA requirement corresponding to an
efficiency of ≈ 50% for b jets. The likelihood for a light
jet (u, d, s quarks and gluons) to be misidentified for
the corresponding MVA selection is about 0.5%. Simu-
lated events are corrected to have the same efficiencies for
taggability and b-tagging requirements as found in data.
These corrections are derived in a flavor dependent man-
ner [23], using independent QCD enriched data samples
and simulated events with enriched light and heavy jet
contributions. Jets containing b quarks have a different
energy response and receive an additional energy correc-
tion of about 6% as determined from simulation. Figure 1
shows the transverse mass of the candidate events before
and after applying b-jet identification.

In addition to the MVA output, we perform further
selections using MSV and JLIP variables. MSV pro-
vides good discrimination between b, c, and light quark
jets due to their different masses [22]. The two vari-
ables together take into account the kinematics of the
event and, in order to further improve the separation
power, they are combined in a single variable DMJL =
1
2

(MSV/(5 GeV) − ln(JLIP)/20) [24].A loose criterion
for an event to pass at least DMJL > 0.1 is applied to
remove poorly reconstructed events. The efficiency for
signal events to pass this selection is about 97%.

The numbers of expected and observed events before
and after applying the b-jet identification in data and
simulation are listed in Table I. The b-tagging column
includes the selection requirement on DMJL.

Process No b-tag b-tag
V +heavy flavor 41093 ± 8924 5068 ± 1124
V +light flavor 516661 ± 56734 5718 ± 678
Diboson 4728 ± 519 222 ± 26
Top 5431 ± 536 1602 ± 181
Multijet 20527 ± 4458 794 ± 180
Expected events 588440 ± 57610 13405 ± 1338
Data 586289 12793

TABLE I: Numbers of events for data and contributing pro-
cesses before and after applying b-jet identification. Uncer-
tainties include statistical and systematic contributions. The
contribution of Z +jets events to the V +jets samples is ≈ 5%
for heavy and light flavor jets before and after b-tagging.
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FIG. 1: [color online] Transverse mass of the !ν system (a) be-
fore and (b) after b-jet identification. The data are shown by black
markers, simulated background processes are shown by filled his-
tograms. The data uncertainties are statistical only. An estimate of
the systematic uncertainty on the simulated background processes
is shown by the shaded bands
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remove poorly reconstructed events. The efficiency for
signal events to pass this selection is about 97%.

The numbers of expected and observed events before
and after applying the b-jet identification in data and
simulation are listed in Table I. The b-tagging column
includes the selection requirement on DMJL.

Process No b-tag b-tag
V +heavy flavor 41093 ± 8924 5068 ± 1124
V +light flavor 516661 ± 56734 5718 ± 678
Diboson 4728 ± 519 222 ± 26
Top 5431 ± 536 1602 ± 181
Multijet 20527 ± 4458 794 ± 180
Expected events 588440 ± 57610 13405 ± 1338
Data 586289 12793

TABLE I: Numbers of events for data and contributing pro-
cesses before and after applying b-jet identification. Uncer-
tainties include statistical and systematic contributions. The
contribution of Z +jets events to the V +jets samples is ≈ 5%
for heavy and light flavor jets before and after b-tagging.
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FIG. 1: [color online] Transverse mass of the !ν system (a) be-
fore and (b) after b-jet identification. The data are shown by black
markers, simulated background processes are shown by filled his-
tograms. The data uncertainties are statistical only. An estimate of
the systematic uncertainty on the simulated background processes
is shown by the shaded bands

• Reduce background with b-tagging and use 
MVA b-ID and vertex mass do extract b-fraction

• Good agreement observed

b-tagging

Prediction
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FIG. 3: (color online) Ratios of the differential cross sections (a) pjetT (b) pZT (c) ηjet and (d) ∆ϕZ,jet. The uncer-
tainties on the data include statistical and systematic uncertainties added in quadrature. The data are compared to
the prediction from alpgen, sherpa, and the mcfm NLO calculation, where the band represents the variation of
the renormalization and factorization scales up and down by a factor of two. Bin centers are chosen using the pre-
scription found in Ref. [27].

CKKW matching scheme between the leading-order ma-
trix element partons and the parton-shower jets following
the prescription given in Ref. [31]. This effectively allows
for a consistent combination of the matrix element and
parton shower.
alpgen also generates multi-parton final states us-

ing tree-level matrix elements. When interfaced with
pythia, it employs an MLM scheme [32] to match matrix
element partons with those after showering in pythia,
resulting in an improvement over leading-logarithmic ac-
curacy.
The ratio of differential cross sections as a function of

pjetT , pZT , η
jet, and ∆ϕZ,jet are compared to predictions

from mcfm, alpgen, and sherpa in Fig. 3. None of
the predictions can fully describe all the examined vari-
ables, except for the pjetT . Based on a χ2 test we find
that the dependence on the pZT and ∆ϕZ,jet correlation
are best described by alpgen and sherpa, respectively.
Overall the integrated result is best described by NLO
predictions obtained with mcfm.

In summary, we have measured the ratio of integrated
cross sections, σ(pp̄ → Z+b jet)/σ(pp̄ → Z+jet), as well
as the ratio of the differential cross sections in bins of pjetT ,
pZT , η

jet, and ∆ϕZ,jet, for events with Z → %%(% = e, µ)
and at least one b jet in the final state. Measurements
are based on the full data sample collected by the D0 ex-
periment in Run II of the Tevatron, corresponding to
an integrated luminosity of 9.7 fb−1 at a center-of-mass
energy of 1.96 TeV. For jets with pjetT > 20 GeV and pseu-
dorapidity |ηjet| < 2.5, the measured integrated ratio of
0.0196±0.0012 (stat.)±0.0013 (syst.) is in agreement with
NLO pQCD predictions. Results for the ratio of differen-
tial cross sections are also compared to predictions from
two Monte Carlo event generators. None of the predic-
tions provide a consistent description of all the examined
variables.

Supplementary material is available in [33].

We thank the authors of Refs. [1, 5, 29] for valuable
discussions, and the staffs at Fermilab, and collaborating
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• Probe of pQCD and b-quark 
fragmentation

• Z+b important background to      
Single-Top, ZH, NP

• New measurement extends to 
differential distributions

Phys. Rev. D 87, 092010 (2013)   arXiv:1301.2233

Measurement in agreement with NLO predictions
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FIG. 1: (color online) The leading jet pT in the (a)
Z → ee and (b) Z → µµ channels for data and back-
ground in events with a Z boson candidate and at least
one jet before b tagging is applied.

quark content is extracted by fitting templates built from
a dedicated discriminant that provides an optimized sep-
aration between the three components.
Jets considered for b-tagging are subject to a prese-

lection requirement, called taggability, to decouple the
intrinsic performance of the b jet tagging algorithm from
effects related to track reconstruction efficiency. For this
purpose, the jet is required to have at least two associ-
ated tracks with pT > 0.5 GeV, the leading track must
have pT > 1 GeV, and each track must have at least one
SMT hit. This requirement has a typical efficiency of
90% per b jet.
The b-tagging algorithm is based on a multivariate

analysis (MVA) technique [25]. This algorithm, MVAbl,
discriminates b-like jets from light-flavor-like jets utilizing
the relatively long lifetime of the b hadrons when com-
pared to their lighter counterparts [13]. Events with at
least one jet tagged by this algorithm are considered.
The MVAbl discriminant combines various properties

of the jet and associated tracks to create a continuous
output that tends towards unity for b jets and zero for
light jets. Inputs include the number of secondary ver-
tices and the charge track multiplicity, invariant mass of
the secondary vertex (MSV), decay length and impact pa-
rameter of secondary vertices, the charged tracks associ-
ated with them, and the Jet Lifetime Probability (JLIP),
which is the probability that tracks associated with the
jet originate from the interaction vertex [13]. Events are
retained for further analysis if they contain at least one
jet with an MVAbl output greater than 0.1. After these
requirements, 8,042 Z + jet events are selected with at
least one b-tagged jet, where only the highest pT tagged
jet is examined in the analysis. The efficiency for tagging
b, c, and light jets are approximately 58.5%, 19.8%, and
2.41%, respectively. The resulting background contami-
nation from diboson, multijet, and top production after
b-tagging, for the electron and muon channels are 10.0%
and 3.6%, respectively.
To determine the fraction of events with b, c and light
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FIG. 2: (color online) (a) The probability densities of
the DMJL discriminant for b, c, and light jets passing
the b tagging requirements, normalized to unity. These
templates are taken from MC simulations. (b) The
DMJL discriminant distribution of events in the com-
bined sample. The distributions of the b, c, and light
jets are normalized by the fractions found from the fit.

jets, a dedicated discriminant, DMJL, is employed [9, 26].
It is a combination of the two most discriminating MVAbl

inputs, MSV and JLIP. Figure 2(a) shows the DMJL dis-
tributions (templates) obtained from simulations of all
three considered jet flavors that pass the b-tagging re-
quirement.
To measure the fraction of events with different jet fla-

vors in the selected sample, we perform a binned maxi-
mum likelihood fit to the DMJL distribution in data using
the b, c, and light flavor jet templates. Before the fit, all
background contributions estimated after the MVAbl re-
quirement, i.e., multijet, diboson and tt̄ production, are
subtracted from the data leaving 3,576 and 3,921 Z + jet
events in the ee and µµ channels, respectively. Next,
we measure the jet-flavor fractions in the dielectron and
dimuon samples separately, yielding the b jet flavor frac-
tions of 0.198 ± 0.019 (stat.) and 0.215 ± 0.016 (stat.),
respectively. Since these measurements are in agreement
within their statistical uncertainties, we combine the two
samples to increase the statistical power of the fit for in-
dividual jet flavors. The measured fraction of b jets in
the combined sample is 0.207 ± 0.011 (stat.), the com-
bined DMJL distribution of the b-tagged data and the
fitted templates for the b, c, and light jets are shown in
Fig. 2(b).
The fraction of b jets measured in the heavy flavor en-

riched sample can now be combined with the correspond-
ing acceptances for events to determine the ratio of cross
sections using

σ(Z + b jet)

σ(Z + jet)
=

N fb
Nincl εbtag

×
Aincl

Ab
, (1)

whereNincl is the total number of Z+jet events before the
tagging requirements, N is the number of Z + jet events
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• Similar measurement of production with c-jets

• The NLOpQCD predictions disagree with the 
results at 4.2 (Rc/jet) and 6.3 (Rc/b) standard 
deviations, respectively. 

• Pythia agrees better with the measured ratios, 
especially when the gluon splitting into heavy flavor 
pairs is adjusted to the world average. 

4

the Z + jet events (including HF jets) and tt̄ events188

are modeled by alpgen [9], which generates hard sub-189

processes including higher order QCD tree level ma-190

trix elements (ME), interfaced with the pythia Monte191

Carlo (MC) event generator [10] for parton showering192

and hadronization. Inclusive diboson production is sim-193

ulated with pythia. The cteq6l1 [13] parton distribu-194

tion functions (PDFs) are used in these simulations and195

the cross sections are scaled to the corresponding higher196

order theoretical calculations. For the diboson and Z+jet197

processes, including Z+bb̄ and Z+cc̄ production, next-to-198

leading order (NLO) cross section predictions are taken199

from mcfm [11]. The tt̄ cross section is determined from200

approximate next-to-NLO calculations [12]. The multijet201

background is determined using a data-driven method, as202

described in the recent D0 Z + b jet publication [6]. The203

fractions of non-Z + jet events in the ee and µµ samples204

are about 9.6% and 1.3%, respectively.205

This analysis employs a two-step procedure to deter-206

mine the HF content of jets in the selected Z+jet events.207

In order to enrich this sample in HF jets we employ a tag-208

ging algorithm [14]. The b, c, and light jet composition209

of the data is then extracted via a template fit.210

Jets considered for HF tagging are subject to a pre-211

selection requirement, known as taggability [14], to de-212

couple the intrinsic performance of the HF jet tagging213

algorithm from effects related to track reconstruction ef-214

ficiency. For this purpose, the jet is required to have at215

least two associated tracks with pT > 0.5 GeV and the216

leading track must have pT > 1 GeV. The efficiency of217

this requirement is 90% for both c and b jets.218

The HF tagging algorithm is based on a multivariate219

analysis (MVA) technique [15] that provides an improved220

performance over the neural network HF tagging discrim-221

inant described in Ref. [14]. This algorithm, known as222

MVAbl, utilizes the relatively long lifetime of HF hadrons223

when compared to their lighter counterparts. Events224

with at least one jet passing the HF tagging selection225

are considered in the analysis.226

To extract the fraction of different flavored jets in the227

data sample, a discriminant, DMJL, is employed [6]. It228

is a combination of two discriminating variables, the sec-229

ondary vertex mass (MSV) and the jet lifetime impact230

parameter (JLIP):231

DMJL = 0.5× (MSV/5 GeV − ln(JLIP)/20).

The coefficients in this expression are chosen to op-232

timize the separation of the HF and light quark com-233

ponents. Fig. 1(a) shows the DMJL distributions (tem-234

plates) obtained from simulations of all three considered235

jet flavors that pass an MVAbl > 0.5 requirement.236

To measure the relative fraction of c jets in the HF237

enriched sample, the following two approaches are con-238

sidered. The first is based on the methods used in Ref. [6]239
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FIG. 1: (color online) a) The probability densities of
the DMJL discriminant for b, c, and light jets passing
the final selection requirements. These templates are
taken from MC. b) The DMJL discriminant distribution
of events in the combined sample. The distributions
of the b and c jets are weighted by the fractions found
from the fit. Uncertainties are statistical only.

where the composition of b, c, and light jets is extracted240

by fitting templates to the data. This approach yields a241

large uncertainty on the c jet fraction since the DMJL dis-242

tributions of c and light jets are similar. The second243

approach is to suppress events with light jets by em-244

ploying a stringent MVAbl requirement. The remaining245

Z + light jet contribution as estimated with the simula-246

tions is subtracted from the data. This allows to fit the247

data with only the b and c jet templates. Both methods248

yield consistent results, but the second method benefits249

from a reduced overall uncertainty since only the b and c250

jet templates are used to fit the data. Hence, events are251

retained for further analysis if they contain at least one252

jet with an MVAbl output greater than 0.5. After these253

requirements, 2,665 Z+jet events are selected where only254

the highest pT HF tagged jet is examined. The efficiency255

of the MVAbl selection for b, c, and light jets are 40%,256

9.0%, and 0.24%, respectively. The background is dom-257

inated by Z + light jet events which comprise 12% of258

the total sample. Before the two parameter fit, all back-259

ground components are subtracted from the data, yield-260

ing a sample of 2,125 events.261

We measure the jet-flavor fractions in the dielectron262

and dimuon samples separately, yielding c jet flavor frac-263

tions of 0.509 ± 0.041 (stat.) and 0.470 ± 0.039 (stat.),264

respectively. Since these are consistent and the kinemat-265

ics of the corresponding events are similar, we combine266

the two samples to increase the statistical power of the267

fit. The combined DMJL distribution of the HF enriched268

data and the fitted templates for the b and c jets are269

shown in Fig. 1(b). The corresponding fractions of c and270

b jets in the data are found to be 0.486 ± 0.027 (stat.)271

and 0.514 ± 0.027 (stat.), respectively. These fractions272
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FIG. 2: (color online) Ratios of the differential cross sections as a function of pT . The uncertainties on the data
include statistical (inner error bar) and full uncertainties (entire error bar). The prediction from alpgen, sherpa,
pythia, pythia with an enhanced g → cc̄ component, and mcfm NLO with the MSTW2008 and the cteq6.6c
PDFs are also shown. The bands represent variations of the scales up and down by a factor of two.

certainties cancel in Rc/b. The NLO pQCD predictions359

of Rc/jet = 0.0368+0.0063
−0.0039 and Rc/b = 1.64 [1] disagree360

with the data at 4.2 and 6.3 standard deviations, re-361

spectively. In the case where the intrinsic charm of the362

proton is enhanced, as suggested in the cteq6.6c PDF363

sets [13], mcfm yields ratios of Rc/jet = 0.0425+0.0048
−0.0029364

and Rc/b = 2.23, which is still in disagreement with our365

data.366

alpgen generates multi-parton final states using tree-367

level matrix elements (MEs). When interfaced with368

pythia, it employs an MLM scheme [19] to match ME369

partons with those after showering in pythia, resulting370

in an improvement over leading-logarithmic accuracy.371

sherpa uses the CKKWmatching scheme between the372

leading-order ME partons and the parton-shower jets fol-373

lowing the prescription given in Ref. [20]. This effectively374

allows for a consistent combination of the ME and parton375

shower.376

pythia includes only 2 → 2 MEs with gc → Zc and377

qq̄ → Zc scatterings followed by g → cc̄ splitting. The378

Perugia0 tune [21] and the cteq6l1 PDF set are used379

for the pythia predictions.380

The ratios of differential cross sections as a function of381

pjetT and pZT are compared to various predictions in Fig. 2.382

On average, the NLO predictions underestimate the data383

by a factor of 2.5. Among the MC event generators,384

the data are described best by pythia. An even better385

description can be achieved by enhancing the default rate386

of g → cc̄ in pythia by a factor of 1.7, motivated by the387

γ + c jet production measurements at the Tevatron [22,388

23].389

We have presented the first measurements of the ratios390

of integrated cross sections, σ(pp̄ → Z + c jet)/σ(pp̄ →391

Z + jet) and σ(pp̄ → Z + c jet)/σ(pp̄ → Z + b jet),392

as well as the ratios of the differential cross sections in393

bins of pjetT and pZT for events with a Z boson decaying394

to electrons or muons and at least one jet in the final395

state. Measurements are based on the full data sample396

collected by the D0 experiment in Run II of the Tevatron,397

corresponding to an integrated luminosity of 9.7 fb−1
398
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FIG. 2: (color online) Ratios of the differential cross sections as a function of pT . The uncertainties on the data
include statistical (inner error bar) and full uncertainties (entire error bar). The prediction from alpgen, sherpa,
pythia, pythia with an enhanced g → cc̄ component, and mcfm NLO with the MSTW2008 and the cteq6.6c
PDFs are also shown. The bands represent variations of the scales up and down by a factor of two.
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proton is enhanced, as suggested in the cteq6.6c PDF363
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partons with those after showering in pythia, resulting370
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for the pythia predictions.380
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by a factor of 2.5. Among the MC event generators,384
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• Similar measurement of production with c-jets

• The NLO pQCD predictions disagree 

• Pythia agrees better with the measured ratios, 
especially when the gluon splitting into heavy flavor 
pairs is adjusted
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the Z + jet events (including HF jets) and tt̄ events188

are modeled by alpgen [9], which generates hard sub-189

processes including higher order QCD tree level ma-190

trix elements (ME), interfaced with the pythia Monte191

Carlo (MC) event generator [10] for parton showering192

and hadronization. Inclusive diboson production is sim-193

ulated with pythia. The cteq6l1 [13] parton distribu-194

tion functions (PDFs) are used in these simulations and195

the cross sections are scaled to the corresponding higher196

order theoretical calculations. For the diboson and Z+jet197

processes, including Z+bb̄ and Z+cc̄ production, next-to-198

leading order (NLO) cross section predictions are taken199

from mcfm [11]. The tt̄ cross section is determined from200

approximate next-to-NLO calculations [12]. The multijet201

background is determined using a data-driven method, as202

described in the recent D0 Z + b jet publication [6]. The203

fractions of non-Z + jet events in the ee and µµ samples204

are about 9.6% and 1.3%, respectively.205

This analysis employs a two-step procedure to deter-206

mine the HF content of jets in the selected Z+jet events.207

In order to enrich this sample in HF jets we employ a tag-208

ging algorithm [14]. The b, c, and light jet composition209

of the data is then extracted via a template fit.210

Jets considered for HF tagging are subject to a pre-211

selection requirement, known as taggability [14], to de-212

couple the intrinsic performance of the HF jet tagging213

algorithm from effects related to track reconstruction ef-214

ficiency. For this purpose, the jet is required to have at215

least two associated tracks with pT > 0.5 GeV and the216

leading track must have pT > 1 GeV. The efficiency of217

this requirement is 90% for both c and b jets.218

The HF tagging algorithm is based on a multivariate219

analysis (MVA) technique [15] that provides an improved220

performance over the neural network HF tagging discrim-221

inant described in Ref. [14]. This algorithm, known as222

MVAbl, utilizes the relatively long lifetime of HF hadrons223

when compared to their lighter counterparts. Events224

with at least one jet passing the HF tagging selection225

are considered in the analysis.226

To extract the fraction of different flavored jets in the227

data sample, a discriminant, DMJL, is employed [6]. It228

is a combination of two discriminating variables, the sec-229

ondary vertex mass (MSV) and the jet lifetime impact230

parameter (JLIP):231

DMJL = 0.5× (MSV/5 GeV − ln(JLIP)/20).

The coefficients in this expression are chosen to op-232

timize the separation of the HF and light quark com-233

ponents. Fig. 1(a) shows the DMJL distributions (tem-234

plates) obtained from simulations of all three considered235

jet flavors that pass an MVAbl > 0.5 requirement.236

To measure the relative fraction of c jets in the HF237

enriched sample, the following two approaches are con-238

sidered. The first is based on the methods used in Ref. [6]239
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FIG. 1: (color online) a) The probability densities of
the DMJL discriminant for b, c, and light jets passing
the final selection requirements. These templates are
taken from MC. b) The DMJL discriminant distribution
of events in the combined sample. The distributions
of the b and c jets are weighted by the fractions found
from the fit. Uncertainties are statistical only.

where the composition of b, c, and light jets is extracted240

by fitting templates to the data. This approach yields a241

large uncertainty on the c jet fraction since the DMJL dis-242

tributions of c and light jets are similar. The second243

approach is to suppress events with light jets by em-244

ploying a stringent MVAbl requirement. The remaining245

Z + light jet contribution as estimated with the simula-246

tions is subtracted from the data. This allows to fit the247

data with only the b and c jet templates. Both methods248

yield consistent results, but the second method benefits249

from a reduced overall uncertainty since only the b and c250

jet templates are used to fit the data. Hence, events are251

retained for further analysis if they contain at least one252

jet with an MVAbl output greater than 0.5. After these253

requirements, 2,665 Z+jet events are selected where only254

the highest pT HF tagged jet is examined. The efficiency255

of the MVAbl selection for b, c, and light jets are 40%,256

9.0%, and 0.24%, respectively. The background is dom-257

inated by Z + light jet events which comprise 12% of258

the total sample. Before the two parameter fit, all back-259

ground components are subtracted from the data, yield-260

ing a sample of 2,125 events.261

We measure the jet-flavor fractions in the dielectron262

and dimuon samples separately, yielding c jet flavor frac-263

tions of 0.509 ± 0.041 (stat.) and 0.470 ± 0.039 (stat.),264

respectively. Since these are consistent and the kinemat-265

ics of the corresponding events are similar, we combine266

the two samples to increase the statistical power of the267

fit. The combined DMJL distribution of the HF enriched268

data and the fitted templates for the b and c jets are269

shown in Fig. 1(b). The corresponding fractions of c and270

b jets in the data are found to be 0.486 ± 0.027 (stat.)271

and 0.514 ± 0.027 (stat.), respectively. These fractions272
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Photon+heavy jets

• Photon+b provides information about b/c-quark and gluon PDF

• Heavy quark fraction estimated from fitting secondary mass 
templates

• Measured cross sections agrees within uncertainties with 
theoretical and experimental uncertainties

12

gb ! �b
qq̄ ! �g ! �bb̄
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TABLE I: The γ + c-jet production cross sections dσ/dpγT in bins of pγT for |yγ | < 1.0 together with statistical uncertainties
(δstat), total systematic uncertainties (δsyst), and the uncorrelated component of δsyst (δuncsyst). The column δtot shows total
experimental uncertainty obtained by adding δstat and δsyst in quadrature. The last four columns show theoretical predictions
obtained within NLO QCD, kT-factorization, and by the pythia and sherpa event generators.

pγT bin 〈pγT 〉 dσ/dpγT (pb/GeV)
(GeV) (GeV) Data δstat(%) δsyst(δuncsyst)(%) δtot(%) NLO QCD kT fact. pythia sherpa

30 – 40 34.2 8.83 2 15 (3) 15 10.5 6.88 6.55 10.0
40 – 50 44.3 3.02 3 14 (3) 15 2.96 2.19 2.21 3.47
50 – 60 54.3 1.33 3 14 (4) 14 1.03 8.59×10−1 8.10×10−1 1.36
60 – 70 64.5 6.15×10−1 3 14 (5) 14 4.15×10−1 4.12×10−1 3.39×10−1 5.52×10−1

70 – 90 78.1 2.73×10−1 3 14 (5) 14 1.39×10−1 1.68×10−1 1.24×10−1 1.87×10−1

90 – 110 98.6 8.61×10−2 4 16 (8) 17 3.80×10−2 6.09×10−2 3.90×10−2 5.36×10−2

110 – 140 122 2.79×10−2 5 19 (11) 19 1.06×10−2 2.34×10−2 1.23×10−2 1.77×10−2

140 – 180 156 9.54×10−3 7 24 (17) 26 2.49×10−3 7.11×10−3 3.07×10−3 4.39×10−3

180 – 300 216 1.16×10−3 11 42 (32) 43 2.79×10−4 1.44×10−3 4.01×10−4 5.83×10−4
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FIG. 2: The c-jet fraction in data after subtraction of light-
jet background as a function of pγT derived from the template
fit to the heavy quark jet data sample after applying all se-
lections. The error bars include statistical and systematical
uncertainties. Binning is the same as given in Table I.

0.90− 0.95 with an uncertainty of ! 2% assigned to ac-
count for the difference between the two MC generators.

The predictions based on the kT-factorization ap-
proach [20, 21] and unintegrated parton distributions [22]
are also given in Table I. The resummation of gluon di-
agrams with gluon transverse momentum (kT) above a
scale µ of order 1 GeV, leads to a broadening of the
photon transverse momentum distribution in this ap-
proach [20]. The scale uncertainties on these predictions
vary from about −28%/+ 31% at 30 < pγT < 40 GeV to
about +14%/+ 5% in the last pγT bin.

Table I also contains predictions from the pythia [11]
event generator with the cteq6.1L PDF set. It includes
only 2 → 2 matrix elements (ME) with gc → γc and
qq̄ → γg scatterings (defined at LO) followed by g → cc̄
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FIG. 3: (Color online) The γ + c-jet differential production
cross sections as a function of pγT . The uncertainties on the
data points include statistical and systematic contributions
added in quadrature. The measurements are compared to
the NLO QCD calculations [1, 18] using cteq6.6M PDFs [19]
(solid line). The predictions from sherpa [10], pythia [11]
and kT factorization approach [20, 21] are shown by the dash-
dotted, dotted and dashed lines, respectively.

splitting in the parton shower (PS). We also provide pre-
dictions by the sherpa MC event generator [10] with
the cteq6.6M PDF set [19]. Matching between the ME
partons and the PS jets follows the prescription given in
Ref. [15], with the matching scale taken to be 15 GeV.
Systematic uncertainties are estimated by varying the
ME-PS matching scale by ±5 GeV around the chosen
central value [23], resulting in a ±7% cross section vari-
ation.

c-jets
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TABLE II: The γ + b production cross section dσ/dpγ
T in bins of pγ

T for 1.5 < |yγ | < 2.5 together with statistical, δσstat,
and systematic, δσsyst, uncertainties. The last four columns show theoretical predictions obtained within NLO QCD, kT

factorization, pythia and sherpa event generators.

pγ
T bin 〈pγ

T 〉 dσ/dpγ
T (pb/GeV)

(GeV) (GeV) Data δstat(%) δsyst(%) δtot(%) NLO kT fact. pythia sherpa

30 – 40 34.2 9.05×10−1 2 16 16 9.68×10−1 1.04×100 4.51×10−1 7.95×10−1

40 – 50 44.2 2.79×10−1 3 15 15 2.74×10−1 3.38×10−1 1.55×10−1 2.91×10−1

50 – 70 57.4 8.30×10−2 4 14 14 6.47×10−2 8.34×10−2 4.08×10−2 8.06×10−2

70 – 90 77.7 1.79×10−2 6 16 17 1.11×10−2 1.74×10−2 8.26×10−3 1.59×10−2

90 – 110 97.8 4.38×10−3 10 19 22 2.50×10−3 4.75×10−3 2.18×10−3 3.95×10−3

110 – 200 124.9 4.65×10−4 11 29 31 2.12×10−4 5.02×10−4 2.06×10−4 3.70×10−4
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FIG. 5: The γ + b production differential cross sections as a
function of pγ

T in the two photon rapidity regions, |yγ | < 1.0
and 1.5 < |yγ | < 2.5 (the latter results are multiplied
by 0.3 for presentation). The uncertainties on the data
points include statistical and systematic contributions added
in quadrature. The measurements are compared to the NLO
QCD calculations using cteq6.6M PDFs [11] (solid line). The
predictions from sherpa, pythia and “kT factorization” ap-
proach [26, 27] are shown by the dash-dotted, dotted and
dashed lines, respectively.

[7] V.M. Abazov et al. (D0 Collaboration), Phys. Lett. B
690, 108 (2010).

[8] V.M. Abazov et al. (D0 Collaboration), Phys. Rev. Lett.
102, 231801 (2009).

[9] V.M. Abazov et al. (D0 Collaboration), Nucl. Instrum.
Methods in Phys. Res. A 620, 490 (2010).
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• Slope differs 
significantly

4

Tevatron Collider and more advanced photon and b-jet
identification tools [7–9] enable us to perform more pre-
cise measurements and to extend them in kinematic re-
gions previously unexplored.

In this Letter, we present measurements of the inclu-
sive γ + b-jet production cross sections using data col-
lected from June 2006 to September 2011. The cross
sections are measured as a function of pγ

T in the photon
rapidity regions, |yγ |< 1.0 (central) and 1.5 < |yγ |< 2.5
(forward). The rapidity, y, is related to the polar scat-
tering angle θ with respect to the proton beam axis by
y = 1

2
ln[(1 + βcosθ)/(1 − βcosθ)], where β is defined

as the ratio between momentum and energy β = |$p|/E.
The photons are required to have 30 < pγ

T < 300 GeV
in the central rapidity region and 30 < pγ

T < 200 GeV
in the forward region. The b-jets are required to be
within |yjet| < 1.5 and to have transverse momentum
pjet

T > 15 GeV. This allows us to probe the dynamics
of the production process in a wide kinematic range, not
studied before in other measurements of a vector boson
+ b-jet final state. The measurement covers parton mo-
mentum fractions in the range 0.007 ! x ! 0.4. Figure
1 shows the fractional contributions of the gb → γb sub-
processes to the total cross section of γ + b production
with photons in the central and forward photon rapid-
ity regions as a function of pγ

T . The curves are obtained
using signal processes gb → γb and qq̄ → γbb̄ simulated
with the pythia event generator [10]. It can be seen that
the Compton-like contribution is large at small pγ

T and
decreases with growing pγ

T , with the annihilation process
contribution having the opposite behavior.
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FIG. 1: Fractional contribution of the gb → γb subprocess
to the associated production of direct photon and b-jet as
a function of pγ

T in the events with photons in the central
and forward rapidity regions. The fractions are calculated
using pythia 6.4 [10] and the cteq6.1L parton distribution
functions [11].

The D0 detector is a general purpose detector dis-
cussed in detail elsewhere [12]. The subdetectors most

relevant to this analysis are the central tracking sys-
tem, composed of a silicon microstrip tracker (SMT)
and a central fiber tracker (CFT) embedded in a 1.9 T
solenoidal magnetic field, the central preshower detector
(CPS), and the calorimeter. The CPS is located immedi-
ately before the inner layer of the central calorimeter and
is formed of approximately one radiation length of lead
absorber followed by three layers of scintillating strips.
The calorimeter consists of a central section with cover-
age in pseudorapidity of |ηdet| < 1.1 [13], and two end
calorimeters covering up to |ηdet| ≈ 4.2. The electro-
magnetic (EM) section of the calorimeter is segmented
longitudinally into four layers (EMi, i = 1 − 4), with
transverse segmentation into cells of size ∆ηdet×∆φdet =
0.1 × 0.1 [13], except EM3 (near the EM shower maxi-
mum), where it is 0.05 × 0.05. The calorimeter allows
for a precise measurement of the energy and direction of
electrons and photons, providing an energy resolution of
approximately 4% (3%) at an energy of 30 (100) GeV,
and an angular resolution of 0.01 radians. The energy
response of the calorimeter to photons is calibrated us-
ing electrons from Z boson decays. Since electrons and
photons shower differently in matter, additional energy
corrections as a function of yγ are derived using a detailed
geant-based [14] simulation of the D0 detector response.
These corrections are largest, ≈ 2%, at photon energies
of about 30 GeV. The data used in this analysis satisfy
D0 data quality requirements and are collected using a
combination of triggers requiring a cluster of energy in
the electromagnetic (EM) calorimeter with loose shower
shape requirements, and correspond to an integrated lu-
minosity of 8.7 ± 0.5 fb−1 [15]. The trigger efficiency
is ≈ 96% for photon candidates with pγ

T ∼30 GeV and
≈100% for pγ

T > 40 GeV.
Offline event selection requires a reconstructed pp̄ in-

teraction vertex [16] within 60 cm of the center of the
detector along the beam axis. The efficiency of the ver-
tex requirement is ≈ (96 − 98)%, depending on pγ

T . The
missing transverse momentum in the event is required to
be less than 0.7pγ

T to suppress background from W → eν
decays. Such a requirement is highly efficient for signal
events, with an efficiency ≥ 98% even for events with
semi-leptonic heavy-flavor quark decays.

To reconstruct photon candidates, projective towers
of calorimeter cells with large deposits of energy are
used as seeds to create clusters of energy in the EM
calorimeter in a cone of radius R = 0.4, where R ≡
√

(∆η)2 + (∆φ)2. Once an EM energy cluster is formed,
the final energy (EEM) is obtained summing the energies
of all the calorimeter cells in a smaller cone of R = 0.2.
Photon candidates are required to have: (i) > 97% of
their energy in the EM section; (ii) calorimeter isola-
tion I = [Etot(0.4) − EEM(0.2)]/EEM(0.2) < 0.07, where
Etot(R) [EEM(R)] is the total [EM only] energy in a cone
of radius R; (iii) scalar sum of pT less than 1.5 GeV, cal-
culated from all tracks with pT > 0.5 GeV originating
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FIG. 4: (Color online) The ratio of γ + c-jet production cross
sections to NLO predictions for data and theoretical predic-
tions. The uncertainties on the data include both statistical
(inner error bar) and total uncertainties (full error bar). Also
shown are the uncertainties on the theoretical QCD scales
and the cteq6.6M PDFs. The ratio for intrinsic charm mod-
els [26] are presented. as well as the predictions given by
kT-factorization [20, 21], sherpa [10] and pythia [11].

All theoretical predictions are obtained using the pho-
ton isolation requirement of Eiso

T < 2.5 GeV. The pre-
dictions are compared to data in Fig. 3 as a function of
pγT . The ratios of data over the NLO QCD calculations
and of the various theoretical predictions to the NLO
QCD calculations are presented in Fig. 4. The NLO
predictions with cteq6.6M agree with mstw2008 [24]
and abkm09nlo [25] within 10%. Parameterizations
for models containing intrinsic charm (IC) have been in-
cluded in cteq6.6c [26]. Here we consider the BHPS IC
model [27], based on the Fock space picture of the nucleon
structure [28], in which intrinsic charm appears mainly
at large momentum fractions x, and the sea-like model
in which the charm PDF is sea-like, similar to that of the
light-flavor sea quarks. The NLO QCD predictions based
on these intrinsic charm models are normalized to the
standard cteq predictions and are also shown in Fig. 4.
Both non-perturbative intrinsic charm models predict a
higher γ + c-jet cross section. In the case of the BHPS
model, the ratio grows with pγT , while an opposite trend
is exhibited by the sea-like model.
The measured cross sections are in agreement with the

NLO QCD predictions within theoretical and experimen-
tal uncertainties in the region of 30 < pγT ! 70 GeV,
but show systematic disagreement for larger pγT . The
cross section slope in data differs significantly from the
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FIG. 5: (Color online) The ratio of γ + c-jet and γ + b-jet
production cross sections for data together with theoretical
predictions as a function of pγT . The uncertainties on the data
include both statistical (inner error bar) and total uncertain-
ties (full error bar). Predictions given by kT-factorization
[20, 21], sherpa [10] and pythia [11] are also shown. The
pythia predictions with a contribution from the annihilation
process increased by a factor of 1.7 are shown as well. The
predictions for intrinsic charm models [26] are also presented.

NLO QCD prediction. The results suggest a need for
higher-order perturbative QCD corrections in the large
pγT region, which is dominated by the annihilation process
qq̄ → γg (with g → cc̄), and resummation of diagrams
with additional gluon radiation. In addition, the underes-
timation of the rates for diagrams with g → cc̄ splittings
may result in lower theoretical predictions of cross sec-
tions as suggested by LEP [29], LHCb [30] and ATLAS
[31] results. The prediction from the kT-factorization ap-
proach is in better agreement with data at pγT >120 GeV.
However, it underestimates the cross section in the low
and intermediate pγT region.

The γ+ c-jet cross section as predicted by sherpa be-
comes higher than the NLO QCD prediction at large pγT ,
but is still lower than the measured values. It has been
suggested that combining NLO parton-level calculations
for the ME with PS predictions [32] will improve the de-
scription of the data [33].

In addition to measuring the γ+c-jet cross-sections, we
reproduce the published results for γ+ b-jet cross section
within uncertainties using the new tight b-NN selection,
and use them to calculate the ratio σ(γ + c)/σ(γ + b)
in bins of pγT . In this ratio, many experimental system-
atic uncertainties cancel. Also, theory predictions of the

• Ratio agrees within (large) uncertainties with NLO calculations

• Ratio c/b significantly larger at large pT(γ) 

• Trend for similar NLO/data (dis)agreement as for b-jets observed (larger uncertainties) 

• Data suggests improvements in Pythia modeling of gluon splitting rate in heavy flavor production 
needed 
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Di-Photon

• Direct Diphoton Production: 
Important tool to test validity of theoretical 
predictions (fragmentation effects, soft-
gluon resummations etc)

• (Possible) sources: 
Higgs production, Extra dimensions, SUSY 
etc

• Measurement for ΔΦ(γγ)≶π/2 and full region 
(smaller, larger fragmentation contribution) 
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• Differential distributions:

• Sherpa: ME with two photon and two partons, no 
gg→γγ real parton emission

• Diphox: NLO  generator, NLO fragmentation, no 
resummation

• Resbos: NLO generator, (N)LO fragmentation,  soft-, 
collinear gluon resummation

• 2γNNLO: NNLO generator, no fragmentation, no 
soft gluon resummation
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Di-Photon
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• No perfect generator

• Sherpa doing well except low ΔΦ, overall best

• Resbos/Diphox discrepancy due to absence of soft-gluon-
resummation
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FIG. 1: (Color online) The differential cross section as a function of (a) Mγγ , (b) pγγ
T , (c) ∆φγγ , and (d) | cos θ∗| for the full

∆φγγ region from data (black points) and theory predictions (curves) are shown in the upper plots. The lower plots show the
ratio of data and diphox, resbos, and 2γnnlo predictions to the sherpa predictions. The inner line for the error bars in data
points shows the statistical uncertainty, while the outer line shows the total (statistical and systematic added in quadrature)
uncertainty after subtracting the 7.4% normalization uncertainty.

sulting from luminosity and diphoton selection efficiency
is not shown in the plots. The predictions from sherpa,
diphox and resbos are computed using the cteq6.6M
NLO PDFs [42], and from 2γnnlo using mstw2008

NNLO PDFs [43]. The PDF uncertainty is estimated
using diphox and the 44 eigenvectors provided with the
cteq6.6M PDF set. They are found to be within (3–
7)%. The renormalization µR, factorization µF , and frag-
mentation µf scales are set to µR = µF = µf = Mγγ .
The uncertainty due to the scale choice is estimated us-
ing diphox via a simultaneous variation by a factor of
two of all scales relative to the default values and found
to be about 10% for dσ/dMγγ and dσ/d| cos θ∗|, and a
maximum of (20–28)% for dσ/dpγγ

T at high pγγ
T and for

dσ/d∆φγγ at low ∆φγγ . All theoretical predictions are
obtained using diphoton event selection criteria equiva-
lent to those applied in the experimental analysis (as are
those used for the acceptance calculation). In particular,
the photon is required to be isolated by piso

T < 2.5 GeV.
For diphox, resbos, and 2γnnlo, ptot

T is computed at
the parton level. The cross sections from diphox, res-

bos and 2γnnlo are corrected for effects stemming from
multiple parton interactions and hadronization, while for
sherpa these effects are handled within the software
package. These corrections are estimated using diphoton
events simulated by pythia with Tunes A and S0 [37].
The corrections vary within (4–6)% as a function of the
measured kinematic variables and are consistent for both
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sulting from luminosity and diphoton selection efficiency
is not shown in the plots. The predictions from sherpa,
diphox and resbos are computed using the cteq6.6M
NLO PDFs [42], and from 2γnnlo using mstw2008

NNLO PDFs [43]. The PDF uncertainty is estimated
using diphox and the 44 eigenvectors provided with the
cteq6.6M PDF set. They are found to be within (3–
7)%. The renormalization µR, factorization µF , and frag-
mentation µf scales are set to µR = µF = µf = Mγγ .
The uncertainty due to the scale choice is estimated us-
ing diphox via a simultaneous variation by a factor of
two of all scales relative to the default values and found
to be about 10% for dσ/dMγγ and dσ/d| cos θ∗|, and a
maximum of (20–28)% for dσ/dpγγ

T at high pγγ
T and for

dσ/d∆φγγ at low ∆φγγ . All theoretical predictions are
obtained using diphoton event selection criteria equiva-
lent to those applied in the experimental analysis (as are
those used for the acceptance calculation). In particular,
the photon is required to be isolated by piso

T < 2.5 GeV.
For diphox, resbos, and 2γnnlo, ptot

T is computed at
the parton level. The cross sections from diphox, res-

bos and 2γnnlo are corrected for effects stemming from
multiple parton interactions and hadronization, while for
sherpa these effects are handled within the software
package. These corrections are estimated using diphoton
events simulated by pythia with Tunes A and S0 [37].
The corrections vary within (4–6)% as a function of the
measured kinematic variables and are consistent for both

differential cross section for full  ΔΦ(γγ) region

Source of systematics: 

-
Purity

-
Acceptance

-
Trigger-Efficiency

-
Photon Selection Eff.

-
Luminosity

Typical Size: 15-20%

•

soft gluon effectsISR & fragmentation
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new physics
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same-sign events with forward photons. In these events1

the qg fraction increases with jet rapidity.2

The PDFs entering the theoretical predictions have3

substantial uncertainties, particularly for the gluon con-4

tributions at small x or large x and large Q2 [26]. The5

γ + jet cross sections probe different regions of parton6

momentum fraction x1 and x2 of the two initial interact-7

ing partons. For example, at pγ
T ≈ 20 − 25 GeV, events8

with a central photon and central jet cover the interval9

in 0.01<x<0.06, while same-sign events with a forward10

photon and very forward jet (2.4 < |yjet| ≤ 3.2) cover11

the regions within 0.001 < x < 0.004 and 0.2 < x < 0.5.12

Here, x is defined using the leading order approximation13

x1,2 = (pγ
T /

√
s)(e±yγ

+ e±yjet

) [7–12]. The total x and14

Q2 region covered by the measurement is 0.001 ! x ! 115

and 400 ≤ Q2 ≤ 1.6×105 GeV2, extending the kinematic16

reach of previous γ + jet measurements [16–24].17

The ratio of the direct photon contribution to the18

sum of direct and fragmentation contributions of the19

γ + jet cross section is shown in Fig. 2, for the chosen20

photon isolation criteria (see Sec. II B), in each of the21

four measured regions. The fragmentation contribution22

decreases with increasing pγ
T for all regions [14, 27, 28].23
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FIG. 1: (color online) The fraction of events, estimated using
the pythia event generator with cteq6L PDF set, produced
via the qg → qγ subprocess relative to the total cross section
of associated production of a direct photon in the forward
rapidity region, 1.5 < |yγ | < 2.5, and a leading jet in one of
the four rapidity intervals satisfying yγyjet >0.

Compared to the latest published γ +jet cross sections24

by the D0 [23] and ATLAS [24] collaborations, this mea-25

surement extends to lower pγ
T by accepting events with26

pγ
T ≥ 20 GeV. We consider not only central but also for-27

ward photon rapidities, four jet rapidity intervals, and28

use a significantly larger data set, corresponding to an29

integrated luminosity of L = 8.7 fb−1.30

This paper is organized as follows. In Sec. II, we briefly31
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FIG. 2: (color online) The ratios of the γ + jet cross sec-
tion with just the direct (non-fragmentation) contribution to
the total (direct+fragmentation) cross section estimated with
jetphox for events with forward photons.

describe the D0 detector and γ +jet selection criteria. In32

Sec. III, we describe the MC signal and background sam-33

ples used in the analysis. In Sec. IV, we assess the main34

corrections applied to the data needed to measure the35

cross sections and discuss related uncertainties in Sec. V.36

Measured cross sections and comparison with theoretical37

predictions are presented in Sec. VI. Finally, Sec. VII38

summarizes the results.39

II. D0 DETECTOR AND DATA SET40

A. D0 detector41

The D0 experiment is a general purpose detector de-42

scribed in detail elsewhere [29–31]. The detectors used43

in this analysis that trigger events and reconstruct pho-44

tons are the calorimeter, the central tracking system, and45

the central preshower. The muon detection system is46

used for selecting a clean Z → µ+µ−γ sample to ob-47

tain data-to-MC correction factors for the photon recon-48

struction efficiency. The central tracking system, used49

to reconstruct tracks of charged particles, consists of a50

silicon micro-strip detector (SMT) and a central fiber51

track detector (CFT), both inside a 2 T solenoidal mag-52

netic field. While the amount of material traversed by53

a charged particle depends on its trajectory, it is typi-54

cally on the order of 0.1 radiation lengths in the tracking55

system. The tracking system provides a 35 µm vertex56

resolution along the beam line and 15 µm resolution in57

the r − φ plane near the beam line for charged particles58

with pT ≈ 10 GeV. The solenoid is surrounded by the59

central preshower (CPS) detector located immediately60

Triple Differential Cross Section

• Triple diff. cross section: 

• Direct production:

• Different angular configurations between photon and jets probe different 
ranges of parton momentum fraction x and hard-scattering scales Q2 
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We study the process of associated photon and jet production, pp̄ → γ + jet + X, using 8.7 fb−1

of integrated luminosity collected by the D0 detector at the Fermilab Tevatron Collider at a center-
of-mass energy

√
s = 1.96 TeV. Photons are reconstructed with rapidity |yγ |< 1.0 and transverse

momentum 20 < pγ
T < 400 GeV as well as with 1.5 < |yγ | < 2.5 and 20 < pγ
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the measured triple differential cross sections, d3σ/dpγ
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perturbative QCD calculations using different sets of parton distribution functions and to predictions
from the sherpa and pythia Monte Carlo event generators. The NLO calculations are found to
be in agreement with the data, except for a few kinematic regions in which the predictions require
additional tuning.
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FIG. 8: (color online) Ratios of the measured differential cross sections with central photons in each y interval to the NLO QCD
prediction using jetphox [52] with the CT10 PDF set and µR = µF = µf = pγ

T . The solid vertical line on the points shows
the statistical and pT -dependent systematic uncertainties added in quadrature, while the internal line shows the statistical
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Triple Differential Cross Section

• Triple diff. cross section

• Study γ+jet production in two photon and four rapidity jet regions and os/ss jet/
photon regions: |yjet|<0.8, 0.8 <|yjet|<1.6, 1.6 <|yjet|<2.4, 2.4 <|yjet|<3.2 and yjetyγ ≷ 0
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• Typical uncertainties similar or smaller than PDF+scale uncertainties

• pQCD NLO describe data well in all rapidity and pT(γ) regions
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We study the process of associated photon and jet production, pp̄ → γ + jet + X, using 8.7 fb−1

of integrated luminosity collected by the D0 detector at the Fermilab Tevatron Collider at a center-
of-mass energy

√
s = 1.96 TeV. Photons are reconstructed with rapidity |yγ |< 1.0 and transverse

momentum 20 < pγ
T < 400 GeV as well as with 1.5 < |yγ | < 2.5 and 20 < pγ

T < 230 GeV. The
highest pT jet is required to be in one of the four rapidity regions, |yjet| ≤ 0.8, 0.8 < |yjet| ≤ 1.6,
1.6 < |yjet| ≤ 2.4, or 2.4 < |yjet| ≤ 3.2, and have pjet

T > 15 GeV and pjet
T > 0.3pγ

T . For each
rapidity configuration we measure the differential cross sections in pγ

T separately for events with
same-sign (yγyjet > 0) and opposite-sign (yγyjet ≤ 0) of photon and jet rapidities. We compare
the measured triple differential cross sections, d3σ/dpγ

T dyγdyjet, with next-to-leading order (NLO)
perturbative QCD calculations using different sets of parton distribution functions and to predictions
from the sherpa and pythia Monte Carlo event generators. The NLO calculations are found to
be in agreement with the data, except for a few kinematic regions in which the predictions require
additional tuning.
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Summary

• There is a rich and active QCD physics program at the Tevatron! Wide range of 
measurements, with many more still to come

• Precise knowledge of DØ object IDs, energy scales and systematics lead to 
experimental uncertainties comparable or lower than theoretical uncertainties

• Observables (many studied for the first time): 

- W/Z+jets

- photon+jets,

- heavy flavor

• Many show areas where description of data over full range can be improved

• Tevatron offer unique opportunities for study and tuning of theoretical 
predictions

• Only covering fraction of results

• More available: http://www-d0.fnal.gov/Run2Physics/qcd/
e.g: extraction of αs, jet algorithm studies, underlying/double parton events, etc.
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Tevatron - LHC comparison
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W+jets production 
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FIG. 4: (color online) Uncorrected electron pT distribution
for events with a W boson candidate and one or more jets.
Hatched regions indicate normalization and shape uncertain-
ties on the predicted distributions.

multijet background contributions for some representa-
tive observables. The estimated fraction of the data
sample that is due to background processes ranges from
(2–40)% as a function of the measured observables and
the fraction of background due to top quark production
ranges from (0–20)%, with the larger contributions at
higher jet multiplicities in both cases.

IV. CORRECTION OF EXPERIMENTAL DATA
FOR DETECTOR EFFECTS

The background-subtracted yields of W + n-jet signal
candidates are corrected back to the particle level tak-
ing into account corrections for detector acceptance and
efficiencies, as well as detector resolution effects. These
corrections are performed using a singular value decom-
position regularized unfolding approach as implemented
in guru [18]. We define the kinematic phase space into
which we unfold our final results by the selection in Ta-
ble I (the same selection criteria are applied at the re-
construction level).

Electron candidates are defined at the particle level to
have the electron four-momentum modified to include all
collinear radiation within a cone of radius R = 0.2 to
account for final-state radiation. At the particle level we
define p/T as the magnitude of the neutrino transverse
momenta. Particle level jets are constructed using the
D0 Run II midpoint cone algorithm running at particle
level. The W boson decay products (including collinear

TABLE I: Unfolded phase space of the measurement.

Jet transverse momentum pjetT > 20 GeV

Jet rapidity |yjet| < 3.2

Electron transverse momentum peT > 15 GeV

Electron pseudorapidity |ηe| < 1.1

Sum of all neutrino transverse energies p/T> 20 GeV

Transverse W boson mass requirement MW
T > 40 GeV

emissions from the electron) are removed from the list
of stable particles before constructing jets with a cone
radius R = 0.5.
Bin boundaries in the unfolded observables are chosen

based on detector resolution (chosen to define bin widths
to be significantly larger than the corresponding reso-
lution for measurements within each bin) and available
data statistics, while allowing for sensitivity to the shape
of the unfolded observable.

A. Regularized unfolding using GURU

Due to the limited resolution of the detector, a sig-
nificant fraction of events may be measured to be in a
different kinematic interval than they were at the parti-
cle level, so a simple bin-by-bin correction for acceptance
and efficiencies is not adequate. The aim of unfolding
is to correct a measured observable back to the particle
level observable, accounting both for the effect of finite
experimental resolution, and for the detector response
and acceptances. The relationship of the true particle
level distribution T (xtrue) to the reconstructed distribu-
tion R(x) for an observable x can be written as follows:

R(x) =

∫ xtrue
max

xtrue
min

dxtrueA(xtrue)M(xtrue, x)T (xtrue) (8)

where the limits xtrue
min to xtrue

max reflects the range of the
variable we wish to measure, A(xtrue) represents the
probability for a given observable to be seen at recon-
struction level as a function of its particle level value
(which takes into account acceptance, efficiencies, and
analysis requirements), and M(xtrue, x) is the migration
matrix.

Experimental resolution affects the relationship be-
tween the reconstruction level and particle level objects
so that corrections, A, need to be applied and are derived
using W +n-jet alpgen+pythia MC simulation. There
are events passing the reconstruction level selection re-
quirements that are not within the phase space defined
at the particle level. There are also events that pass
both reconstruction and particle level selections, but due
to jet energy resolution, the jet pT -ordering (or rapidity-
ordering in the case of those observables dependent on se-
lecting the most forward-rapidity jets) is not consistent
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FIG. 2: (color online) Parametrized εMJ (as defined in Eq. 6),
used for the determination of the multijet component of recon-
structed data distributions. εMJ is parametrized as a function
of electron pT , electron pseudorapidity, inclusive jet multiplic-
ity, and determined separately for Run IIa and Run IIb data.
Fig. 2(a) shows the variation of εMJ as a function of elec-
tron pT for three electron pseudorapidity intervals in Run IIb.
Fig. 2(b) shows the variation of εMJ with jet multiplicity for
Run IIa and Run IIb data. Similar variations with respect to
electron pseudorapidity and jet multiplicity are also observed
for Run IIa.

pp̄ interactions. The simulated events are weighted such
that the instantaneous luminosity profile in the simula-
tion matches the distribution observed in data. These
events are then reconstructed using the same software
that is used on data. The impact of the trigger efficiency
turn-on curves is simulated by the application of trig-
ger turn-on curves measured in data. Independent elec-
tron and jet samples are used to measure electron and
jet trigger object efficiencies using tag-and-probe tech-
niques. The overall trigger efficiency for the logical OR
of electron and electron+jet triggers is then calculated,
taking into account all correlations, and is applied to the
MC as an event weight.

We simulate the W/Z+jets and tt̄ processes with alp-
gen v2.11 [25] interfaced with pythia v6.403 [26] for the
simulation of initial and final-state radiation and for jet
hadronization, with the underlying event parameter set-

tings tuned using “Tune-A” [27]. A factorization and
renormalization scale choice of Q2 = M2

V +
∑

p2Tj is used
for vector boson plus jets processes (where MV is the vec-
tor boson mass, and pTj is the transverse momentum of
a jet in the event). The normalization of tt̄ backgrounds
is determined from NNLO calculations [28]. The pythia
generator is used to simulate diboson production, with
next-to-leading order (NLO) cross sections [29] derived
from the mcfm program [30], while production of single
top quarks is simulated using the comphep-based NLO
event generator singletop [31].

The W/Z + jets normalization is corrected by a multi-
plicative factor to match the inclusive W/Z + jets cross
sections calculated at NLO [32]. Kinematic distributions
are weighted to match existing Z boson transverse mo-
mentum measurements in inclusive Z boson events [33],
with corresponding corrections for W boson events de-
rived through the application of W to Z pT distribu-
tion ratios from NLO predictions. The heavy-flavor frac-
tions are further corrected by the ratio of heavy-to-light
NLO multiplicative factors as discussed in Ref. [34], de-
termined from NLO pQCD calculations from mcfm.

The proportion of the data that is attributed to each
of these background processes and to the signal process
can be seen in Fig. 3.

Jet multiplicity
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)+jetsν e→W(
)+jetsντ →W(

QCD multijet
Z+jets
Diboson

tSingle top + t

FIG. 3: (color online) Uncorrected inclusive jet multiplicity
distributions in the W (→ eν) + jet event selection. Hatched
regions indicate normalization and shape uncertainties on the
sum of the predicted contributions. All signal and background
sources are derived from MC simulations with the exception
of the QCD multijet component which is estimated from data.

Figures 4 and 5 illustrate kinematic distributions for
selected data events and MC simulations plus data-driven

• Fundamental test of pQCD & bkgd for 
many measurements

• Test of W+≤4j production 

• Measurement of diff. cross-section  in nth 
jet mult. bin for many kinematic 
distributions

• Unfolding to particle level using GURU 
matrix rather than traditional bin-by-bin 
method

• Compared to Blackhat+Sherpa (prevous 
studies of Blackhat+Sherpa with show 
good agreement Rocket+MCFM)
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• Probability of third jet 
to be emitted in W
+2jet production as 
function of rapidity gap

• Many more 
distributions in paper
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FIG. 17: (color online) Measurement of the W boson trans-
verse momentum distributions in inclusive W + n-jet events
for n = 1− 4 and comparison to various theoretical predic-
tions. Lower panes show theory/data comparisons for each of
the n-jet multiplicity bin results separately.

in this variable to allow the study of modeling differences
between theoretical approaches.

Agreement in the shape of the dijet pT distribution
(Fig. 18) is observed between data and predictions from
NLO blackhat+sherpa, hej, and sherpa. Notable
discrepancies in the alpgen, pythia, and herwig mod-
eling are observed at low pT .
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FIG. 18: (color online) Measurement of the dijet transverse
momentum spectrum of the dijet system in inclusive W+2-jet
and W + 3-jet events and comparison to various theoretical
predictions. Lower panes show theory/data comparisons for
each of the n-jet multiplicity bin results separately.

As a function of dijet invariant mass (Fig. 19), hej
and sherpa predictions model the shape well, but NLO
pQCD predictions increasingly overestimate the high
mass rate, particularly in the inclusive two-jet bin.

Figure 20 shows the differential distributions of W +
n-jet events as a function of HT , the scalar sum of the
transverse energies of the W boson and the partons in
the event. Accurate prediction of the distribution of the
scalar sum of the transverse energies of the W boson and
all high-pT (pT > 20 GeV) jets in W + n-jet events is
important as this variable is often used as the preferred
renormalization and factorization scale choice for theo-
retical predictions of vector boson plus jet events at the
Tevatron and the LHC. In addition, this variable is of-
ten chosen as a discriminant in searches for signals of
physics beyond the standard model at hadron colliders.
Calculation of high HT events is sensitive to higher-order
corrections and so high HT data provides discrimination
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FIG. 19: (color online) Measurement of the invariant mass
spectrum of the dijet system in inclusive W + 2-jet and W +
3-jet events and comparison to various theoretical predictions.
Lower panes show theory/data comparisons for each of the n-
jet multiplicity bin results separately.

power between the various theoretical approaches for ac-
counting for these contributions.

We observe significant variation in the predicted
shapes of the HT spectrum from the various theoreti-
cal approaches. sherpa, pythia, herwig, and alpgen
show discrepancies in shape by ±25% in the one-jet bin,
and up to ±50% in the four-jet bin. The data are signif-
icantly more precise than the spread of these predictions
and can be used to improve the modeling. hej exhibits a
good description of the data, albeit with large scale un-
certainties, but the trend for NLO blackhat+sherpa
(particularly noticeable in the one-jet bin) is for predic-
tions to progressively underestimate the data as HT in-
creases. NLO W +n-jet calculations include n and n+1
parton emissions and this limitation becomes apparent
when studying observables such as HT that are sensi-
tive to higher-order contributions at high HT , where the
omission of matrix elements with three or more real emis-
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FIG. 20: (color online) Measurement of the distribution of the
scalar sum of transverse energies of the W boson and all jets
in the event for inclusive W + n-jet events for n = 1− 4 and
comparison to various theoretical predictions. Lower panes
show theory/data comparisons for each of the n-jet multiplic-
ity bin results separately.

sions in the NLO calculation becomes apparent. Similar
behavior was also observed in ATLAS W +n-jet data [4].
alpgen+pythia, which includes LO matrix elements
with up to five partons in the final state, gives the best
description of the inclusive one-jet spectrum in data.
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the third jet be emitted into the rapidity interval
between the two highest-pT jets.

The probability of emission of a third jet in inclusive
W + dijet events is strongly correlated with the mean
number of jets in the event presented in Figs. 21 and 22.
However, with the probability observable, we specifically
focus on the emission of a single additional jet beyond
the two used to define the dijet rapidity interval.

0 1 2 3 4 5 6

Pr
ob

ab
ilit

y 
of

 th
ird

 je
t e

m
iss

io
n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

>20 GeV
T

p>40 GeV, 
T
W|<1.1, Meη>15 GeV, | 

T
ep

|<3.2jet>20 GeV, |y
T
jet=0.5, pconeR

2jets+X≥)+ν e→, W(-1DØ, 3.7 fb
 jets)

T
(leading p

NLO Blackhat+Sherpa
HEJ
Sherpa

Alpgen+Pythia
Alpgen+Herwig
Pythia
Herwig

)
2

,j
1

y(jΔ
0 1 2 3 4 5 6

Th
eo

ry
/D

at
a

0.5

1

1.5  jets
T

2jets+X: leading p≥)+ν e→W(

FIG. 23: (color online) Measurement of the probability of
emission of a third jet in inclusive W +2-jet events as a func-
tion of the dijet rapidity separation of the two highest-pT jets.
Comparison is made to predictions from various theoretical
approaches. The lower pane shows theory/data comparisons.

The probability of third jet emission as a function of
the rapidity span between the two leading jets is approx-
imately 15% and is shown in Fig. 23 in comparison to
a variety of theoretical predictions. Both parton shower
and matrix-element plus parton shower matched MC pro-
grams underpredict the overall emission rate, particularly
at large rapidity separations where these programs pre-
dict a drop in jet emission not supported by the data.
Unlike the MC predictions that underestimate the high-
pT radiation at large rapidity separations, hej and NLO
blackhat+sherpa approaches are able to model the
constant jet emission dependence well.

As a function of the most rapidity-separated jets, a
significant variation in third jet emission probability is

observed in the data. At the smallest rapidity separa-
tions, emission probabilities are ≈ 0%, but at the largest
rapidity spans, half of all inclusive W + dijet events are
found to have a third high-pT jet present. This measure-
ment is shown in comparison to a variety of theoretical
models in Fig. 24.
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FIG. 24: (color online) Measurement of the probability of
emission of a third jet in inclusive W +2-jet events as a func-
tion of the dijet rapidity separation of the two most rapidity-
separated jets (with pT > 20 GeV). Comparison is made to
predictions from various theoretical approaches. The lower
pane shows theory/data comparisons.

The exact correlation of jet emission probability with
rapidity interval is dependent on the interplay between
two effects: the increasing phase space for high-pT emis-
sion between jets versus the probability to actually emit
into that rapidity interval (which decreases at large ra-
pidity separations due to steeply falling PDFs as Bjorken
x → 1). There is some evidence that as we approach the
largest separations studied, PDF suppression may be be-
ginning to dominate over the increased phase space (in
both the highest-pT jet and most rapidity-separated jet
configurations). Proper modeling of W + n-jet behav-
ior, particularly in the most rapidity-separated jet case,
will be important for understanding central jet vetoes in
future VBF Higgs studies.

As for 〈Njet〉 in Fig. 22(b), parton shower and matrix-
element plus parton shower matched predictions underes-
timate the rise in jet emission probability with increased
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FIG. 7: (color online) Summary of systematic uncertainties on the normalized cross sections of (a) leading jet rapidity and (b)
electron pT in the inclusive one-jet bin, and of the (c) dijet pT and (d) dijet rapidity separation of the two highest-pT jets in
the inclusive two-jet bin. The most significant sources of uncertainty are shown separately. Additional sources of uncertainty
due to background modeling, electron identification, and the unfolding procedure are grouped under “Other.”

mately 1%.

The systematic uncertainty on the measurement due to
the unfolding procedure includes uncertainties from the
derivation of the unfolding bias value (both the statisti-
cal uncertainty on the mean and the difference between
the correction determined from a Gaussian fit or from
the arithmetic mean) and from statistical uncertainties
on the acceptance corrections used by guru. To check
the dependence of an imperfect MC modeling of the kine-
matic spectra on the inputs to the unfolding procedure,
the unfolding is repeated with a data-derived correction
of the MC samples used to generate the acceptance and
migration matrices so as to provide the best description
of the observed data and the shift in the final results with
these new inputs assigned as a systematic uncertainty.
The uncertainties on the unfolding procedure are small
(! 1%) in most analysis bins, but can become more sig-
nificant, most notably at large dijet rapidity separations
(6− 9)% and large jet rapidity (2− 4)%.

The jet spatial matching criterion used in the accep-
tance and bin migration corrections is set to half and
twice the size of the cone radius R = 0.5 of a recon-

structed jet to test the dependence of the corrections on
the matching choice. The impact on the final cross sec-
tions is found to be well below 1% for most distributions,
but reaching up to 2% for high jet multiplicity events
with high HT and in events with wide dijet rapidity sep-
arations.

All sources of systematic uncertainty on the theoreti-
cal modeling, detector response-based systematics, back-
ground subtraction, and the unfolding procedure are
added in quadrature to arrive at a total systematic un-
certainty on the unfolded distributions. Figure 7 illus-
trates the total systematic uncertainty as a function of
four representative unfolded observables. The contribu-
tion to the total uncertainty from jet energy scale, jet
energy resolution, trigger efficiency, jet identification ef-
ficiency and jet-vertex confirmation are shown separately.
Smaller sources of uncertainty including electron identi-
fication efficiency, background shape/normalization, and
unfolding procedure uncertainties, are shown as a com-
bined contribution.
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mately 1%.

The systematic uncertainty on the measurement due to
the unfolding procedure includes uncertainties from the
derivation of the unfolding bias value (both the statisti-
cal uncertainty on the mean and the difference between
the correction determined from a Gaussian fit or from
the arithmetic mean) and from statistical uncertainties
on the acceptance corrections used by guru. To check
the dependence of an imperfect MC modeling of the kine-
matic spectra on the inputs to the unfolding procedure,
the unfolding is repeated with a data-derived correction
of the MC samples used to generate the acceptance and
migration matrices so as to provide the best description
of the observed data and the shift in the final results with
these new inputs assigned as a systematic uncertainty.
The uncertainties on the unfolding procedure are small
(! 1%) in most analysis bins, but can become more sig-
nificant, most notably at large dijet rapidity separations
(6− 9)% and large jet rapidity (2− 4)%.

The jet spatial matching criterion used in the accep-
tance and bin migration corrections is set to half and
twice the size of the cone radius R = 0.5 of a recon-

structed jet to test the dependence of the corrections on
the matching choice. The impact on the final cross sec-
tions is found to be well below 1% for most distributions,
but reaching up to 2% for high jet multiplicity events
with high HT and in events with wide dijet rapidity sep-
arations.

All sources of systematic uncertainty on the theoreti-
cal modeling, detector response-based systematics, back-
ground subtraction, and the unfolding procedure are
added in quadrature to arrive at a total systematic un-
certainty on the unfolded distributions. Figure 7 illus-
trates the total systematic uncertainty as a function of
four representative unfolded observables. The contribu-
tion to the total uncertainty from jet energy scale, jet
energy resolution, trigger efficiency, jet identification ef-
ficiency and jet-vertex confirmation are shown separately.
Smaller sources of uncertainty including electron identi-
fication efficiency, background shape/normalization, and
unfolding procedure uncertainties, are shown as a com-
bined contribution.
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that do exhibit notable shape dependencies are shown
in Fig. 9.
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FIG. 9: Non-perturbative QCD (npQCD) correction factors
used to correct NLO blackhat+sherpa theoretical predic-
tions from the parton to the particle level. Uncertainties are
estimated by combining the statistical uncertainty with the
systematic uncertainty arising from different hadronization
models, and are shown as the shaded band. Examples shown
are for the dijet pT distributions in the (a) inclusive two-jet
and (b) three-jet multiplicity bins, and for (c) dijet ∆y(j1, j2)
in the inclusive two-jet multiplicity bin, and are among the
largest. Corrections are derived using sherpa.

Full tables of the non-perturbative corrections applied
to the NLO blackhat+sherpa predictions, including
the jet algorithm correction terms, are available in HEP-
DATA [51] and documented in Appendix A to facilitate
comparison between future pQCD calculations and the
experimental data presented here.

VII. EXPERIMENTAL RESULTS

Measurements of forty observables are documented in
this paper, measured in the phase space defined in Ta-
ble I. These consist of thirty-three differential cross sec-
tion measurements, normalized to the inclusive W boson
cross section in the same phase space, four measurements
of average jet activity as a function of dijet rapidity sep-
arations and the scalar sum of W boson and jet trans-
verse energies, and three measurements of the probabil-

ity of subsequent jet emission in W + dijet events as a
function of dijet rapidity separation under various con-
ditions. Unless otherwise noted, all jets are ordered by
pT and all W + n-jet distributions specify n-jet inclu-
sive multiplicities. Figures 10 to 27 present the results
in comparison with various theoretical predictions. Data
points are placed at the bin average, defined as the value
where the theoretical differential cross section is equal to
the mean cross section within the bin, following the pre-
scription detailed in Ref. [52]. Error bars on data points
represent statistical and systematic uncertainties added
in quadrature.

All results presented here are available in tabulated
form in HEPDATA [51] and in Appendix A, along with
correlation matrices for the statistical and systematic un-
certainties.

A. Differential cross sections

Measurement of relative rates and shapes of jet rapidi-
ties in W + n-jet events allow us to compare different
theoretical approaches to jet emissions and are key to
understanding searches for new physics characterized by
forward jet emission, as well as standard model measure-
ments including vector boson fusion and vector boson
scattering. For all observables, experimental uncertain-
ties are smaller or of similar magnitude to corresponding
theoretical uncertainties on predictions and have the po-
tential to discriminate between different theoretical ap-
proaches.
Measured normalized W + n-jet cross sections are

shown as a function of the nth-jet rapidity in inclusive
W + n-jet events in Fig. 10, highlighting the wide range
of predicted differential spectra between the models con-
sidered. While all predictions largely agree in shape at
central rapidities, for rapidities |y| > 1, discrepancies
with the data begin to emerge, resulting in large differ-
ences at forward rapidities. NLO pQCD, hej, sherpa,
and herwig predictions are found to slightly overpredict
the forward jet rate, while pythia and alpgen+pythia
give predictions approximately in agreement with the
data. Bjorken x values of gluon PDFs probed by typ-
ical W + n-jet events at large rapidity where predictions
begin to diverge from data are x ≈ O(10−3). Similar
values of x are probed by the ATLAS Collaboration in
W +n-jet events at higher center-of-mass energies, where
discrepancies are also observed [4]. These observations
may suggest some tension with current determinations
of the small x gluon.

Figure 11 presents normalized cross sections as a func-
tion of the electron transverse momentum for inclusive
one- to four-jet events. The study of electron pT provides
kinematic information that is complementary to the pre-
viously measured jet pT distributions as the electron pT
is only partly correlated to the pT of any jet in the event.
We observe a trend for predictions to slightly underes-
timate the data at low (< 50 GeV) pT in higher n-jet

• Particle level corrections derived from 
Sherpa 

• non-perturbative QCD effects, due to 
hadronization 

• Jet alrogithm 

• Dominant uncertainties: jet energy scale 
(JES), jet energy resolution (JER), jet 
vertex confirmation

Friday, July 19, 13



Björn Penning, EPS 2013, July 19th, 2013

JES Energy Scale Corrections

• What we call ‘GeV’ in the detector are 
actually ADC counts 
→ translate to cell energies

• RunII jet cone algorithm with 
ΔR = √(Δy 2+ΔΦ 2) < Rcone

• Jet Energy Scales (JES) corrected to 
the particle level:

- Calibrated using γ+jets 
(dijets and Z+jets) 

- JES includes: Energy Offset 
(energy not from the main hard 
scattering process); Detector 
Response, Out-of-Cone 
showering; Resolution

- Different response for quark and 
gluon jets

σ~1-2.5%

24
Friday, July 19, 13



Björn Penning, EPS 2013, July 19th, 2013

Particle Level Corrections

• In RunII jet results, in most 
cases:

- Data are corrected to 
particle level

- Particle level 
measurements are 
compared  to NLO theory

- NLO theory is corrected 
to particle level using 
parton shower MC 

• Corrections  for the 
underlying events (UR) and 
hadronization.
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Jet Algorithms
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Jet Algorithms
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Direct Diphoton Prodcution

28
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FIG. 2: (Color online) The differential cross section as a function of (a) Mγγ , (b) pγγ
T , and (c) | cos θ∗| for the ∆φγγ< π/2

region. The notations for points, lines and shaded regions are the same as in Fig. 1.
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FIG. 3: (Color online) The differential cross section as a function of (a) Mγγ , (b) pγγ
T , and (c) | cos θ∗| for the ∆φγγ≥ π/2

region. The notations for points, lines and shaded regions are the same as in Fig. 1.

tunes within 1%.

Tables II–V show that the cross sections in the ∆φγγ≥
π/2 region constitute, on average, about (85–90)% of
the cross sections for the full ∆φγγ range. From the
sub-tables for the pγγ

T variable, we observe that at pγγ
T !

25 GeV, the cross sections are fully dominated by the
∆φγγ≥ π/2 region, while starting from pγγ

T " 30 GeV,
they are significantly dominated (by a factor of 2–4) by
the ∆φγγ< π/2 region. The shoulder-like structure ob-
served in the pγγ

T distribution around 30−40 GeV should
be mainly caused by the fragmentation photons coming
from the ∆φγγ< π/2 region, and partially by higher-
order (NLO and beyond) corrections [19].

In general, none of the theoretical models considered
here provides a consistent description of the experimental
results in all kinematic regions. The sherpa predictions

are able to describe most of the phase space relatively well
except for the low DDP mass region, very low ∆φγγ , and
with some tension in the | cos θ∗| spectrum. A noticeable
discrepancy between resbos and diphox in some regions
of the phase space is due to the absence of all-order soft-
gluon resummation (pγγ

T close to zero and ∆φγγ close to
π) and the fact that the gg → γγ contribution is cal-
culated only at LO in diphox (small Mγγ). However,
resbos fails to describe Mγγ , pγγ

T , and | cos θ∗| spectra
in the ∆φγγ< π/2 region, where the contributions from
the fragmentation diagrams and higher-order corrections
are important. The processes with a parton-to-diphoton
fragmentation taking place at low masses (Mγγ < pγγ

T )
are not included yet in any existing calculation [9]. The
regions of phase space with a significant contribution
from fragmentation photons (very low ∆φγγ) require ex-
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T , and (c) | cos θ∗| for the ∆φγγ< π/2

region. The notations for points, lines and shaded regions are the same as in Fig. 1.
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T , and (c) | cos θ∗| for the ∆φγγ≥ π/2
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tunes within 1%.

Tables II–V show that the cross sections in the ∆φγγ≥
π/2 region constitute, on average, about (85–90)% of
the cross sections for the full ∆φγγ range. From the
sub-tables for the pγγ

T variable, we observe that at pγγ
T !

25 GeV, the cross sections are fully dominated by the
∆φγγ≥ π/2 region, while starting from pγγ

T " 30 GeV,
they are significantly dominated (by a factor of 2–4) by
the ∆φγγ< π/2 region. The shoulder-like structure ob-
served in the pγγ

T distribution around 30−40 GeV should
be mainly caused by the fragmentation photons coming
from the ∆φγγ< π/2 region, and partially by higher-
order (NLO and beyond) corrections [19].

In general, none of the theoretical models considered
here provides a consistent description of the experimental
results in all kinematic regions. The sherpa predictions

are able to describe most of the phase space relatively well
except for the low DDP mass region, very low ∆φγγ , and
with some tension in the | cos θ∗| spectrum. A noticeable
discrepancy between resbos and diphox in some regions
of the phase space is due to the absence of all-order soft-
gluon resummation (pγγ

T close to zero and ∆φγγ close to
π) and the fact that the gg → γγ contribution is cal-
culated only at LO in diphox (small Mγγ). However,
resbos fails to describe Mγγ , pγγ

T , and | cos θ∗| spectra
in the ∆φγγ< π/2 region, where the contributions from
the fragmentation diagrams and higher-order corrections
are important. The processes with a parton-to-diphoton
fragmentation taking place at low masses (Mγγ < pγγ

T )
are not included yet in any existing calculation [9]. The
regions of phase space with a significant contribution
from fragmentation photons (very low ∆φγγ) require ex-
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