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SYSTEMATIC UNCERTAINTIES  
Source Uncert. (%) 
Theoretical uncertainty on signal size  3.5 
Total uncertainty on signal efficiency 3.8 
Luminosity 2.8 
Background estimate 8-21 

Search for heavy long lived sleptons          
with ATLAS at √s = 8 TeV   

Results 

Elisa Musto1, for the ATLAS Collaboration 
1  Israel Institute of Technology, Physics Department 

EPS HEP 2013 – Stockholm, 18-24 July 2013 

Event Selection:  
• Functional detector, good primary vertex, cosmic muons veto.  
• Single muon trigger  

              

Slepton search with the ATLAS detector   
Inner Detector 
  • Silicon Pixel:  

ü Energy loss measurement (dE/dx) used as consistency test 
for β. 

Calorimeters 
  • LAr + Tile: 

ü Timing resolution: σt ~2 ns for an energy deposit of 1 GeV. 
Muon Spectrometer 

• Monitored Drift Tubes (MDT):  
ü Precision momentum measurement. 
ü σt ∼0.8 ns. 
ü β obtained by a successive track re-fit. 

• Resistive Plate Chambers (RPC):  
ü Intrinsic σt ∼1 ns, digitised signal is sampled with a 3.12 ns 
   granularity.  
ü β measurements averaged over different detector elements. 

Physics motivations 
  
 
 

 
 

Two-candidate signal region: !
the lower of the two masses is plotted for observed 
data, background estimate and expected signal. !
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Figure 1: Distribution of the combined � measurement for selected muons in data and Z ! µµ decays in
MC simulation. The typical resolutions are 0.025.

production, between 61% and 78% for direct slepton production and between 69% and 85% for chargino
and neutralino production events.

5.2 O✏ine selection

Event selection
Collision events are selected by requiring a good primary vertex, with at least three ID tracks, and with
requirements on the position of the reconstructed primary vertex. The primary vertex is defined as
the reconstructed vertex with the highest

P
p

2
T

of associated tracks. Events flagged as having flaws in
detector operation are rejected. This analysis requires at least two loosely identified muons in each event,
because ⌧̃1s are expected to be produced in pairs, either via direct production or as decay product of high-
mass pair produced sparticles, and both with a high probability of being observed in the MS. Cosmic ray
background is rejected by removing tracks that do not pass close to the primary vertex in z. Candidates
with an ID track with |ztrk

0 � z

vtx
0 | > 10 mm are removed, where z

trk
0 is the z coordinate at the distance

of closest approach of the track to the primary vertex. Events with cosmic rays are also rejected by a
topological cut on any two candidates with opposite ⌘ and � (|⌘1+⌘2| < 0.005 and ||�1��2|�⇡| < 0.005).

LLP candidate selection
Two sets of selection criteria are applied. A loose selection with high e�ciency is used to select candi-
dates in events where there are two LLP candidates. Very rarely would a non-GMSB event have two high
pT muons, both with � from the tail of the distribution and a large reconstructed mass. In events where
only one candidate passes the loose selection, that candidate is required to pass a tighter selection.The
one tight candidate sample is used for background estimation checks.

LLP candidates in the loose slepton selection are required to have pT > 50 GeV. The pT measurements

5

Time Of Flight calibration 
• β measurement obtained from ToF:

• Mean and resolution optimized by ToF calibration:
• For each technology, fit time distribution by detector element: mean used to shift these 

distributions back to 0, sigma used to extract a weighted average for beta
• RPC: calibration files were produced per detector element (strip, 372K), all periods 

combined

• MDT: calibration files produced per detector element (mezzanine, 42K). Twelve period 
splitting (A, Ba, Bb, Bc, C, D, E, G, H, I, J, L) 

• CALO: cell timings shifts / widths derived per layer-energy bins (same definition as in 
2011), all periods combined

• Further corrections:
• LHC Clock shift per run applied to CALO, MDT and RPC (η and φ strips separately)

• Global constant (0.4 ns) for RPC used to shift β mean to 1 6
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7 Time of flight � measurement200

The LAr, TileCal, RPC and MDT have su⇥ciently accurate timing to distinguish between highly rel-201

ativistic SM particles and slower LLPs of interest to this analysis. This chapter describes in detail the202

di�erent techniques used to measure the speed of LLPs passing through the detector. The techniques are203

based on a measurement of the ToF of the particle. Di�erent calibration methods are used to achieve204

optimal performance and � measurements from di�erent sub-detectors are combined. The performance205

of the measurement is validated with a control sample containing Z ⇥ µµ.206

Once the hits in a particle’s trajectory have been obtained in the reconstruction step described in 5, the �207

of the particle is measured in each of the sub-detectors above by a weighted average using the ToF and208

location of the hits. The average is calculated for ��1 because the errors on the ToF are observed to be209

gaussian and because the errors on the hit location are neglegible in terms of the � measurement. The210
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Where ��1
i is the ToF corresponding to hit i divided by its distance, and ⇤��1

i
is the time resolution of hit213

i divided by its distance.214

� is calculated as the inverse of ��1. The error of � is given by error propagation as ⇤� = �2⇤��1 . ⇤� is215

proportional to the � itself, therefore, for a given resolution on the time measurement, a slower particle216

has a better � resolution.217

8 Calibration of the ToF measurement218

Time calibration is an ongoing e�ort of the ATLAS collaboration and a big improvement with respect219

to previous years has already been achieved. Nevertheless, the current time resolution of the di�erent220

sub-detectors is not optimal yet and an ad-hoc calibration is used in this analysis.221

The ToF measurement is sensitive to relative o�sets in the time calibration between the di�erent detector222

elements. By definition, in a perfectly calibrated detector, an energetic muon coming from a collision at223

the interaction point will pass the detector at t0 = 0. The t0 distributions in the di�erent detector systems224

are measured for muons from data. The means of the distributions are used to correct the calibration by225

shifting the measured t0’s, and their widths are used as the resolution of the time measurement in the ��1
226

average.227

The t0 distributions are also extracted from a Z ⇥ µµ MC sample and compared with those found in228

data. In order to simulate the actual detector conditions in the MC, time measurements are smeared by229

the amount necessary in order to bring the widths of the MC t0 distributions to those found in data.230
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Ø  Dedicated calibration of timing crucial to this analysis.  
Ø  Time-of-Flight (ToF) is sensitive to relative offsets in 

time calibration between different detector elements. 
•  In ideal case, energetic muons pass detector elements at 

t0=0. 
•  Means of t0 distributions used to correct calibration by 

shifting the measured t0. 
•  Widths used as resolution of time measurement in β−1 

average and  to smear simulation accordingly.      

Ø  ToF to β:            

Measurements 
from different 

sub-detectors are 
combined in a 

weighted average 
for β !

β calibration 

              

Heavy charged LLPs behave like heavy muons 
releasing energy by ionisation as they pass through the 

ATLAS detector: 

 

Analysis strategy  

m =
p
βγ

From track 
measurement 

Z→ µ+µ−

ª  Select high momentum (p) particles having speed β<1, 
measure their mass through the relation: 

ª  Main background source (high-p muons with mis-
measured β) estimated form data by repeated 
combination of the p of a candidate passing the 
selection with a random β extracted from muons β 
distribution;  

ª  Signal efficiency evaluated from simulation, ToF 
distributions smeared according to data, smearing 
validated using                  simulation. 

ª  Data sample divided in two exclusive parts: two 
candidates, passing a loose selection (Signal Region) or 
if not, one candidate passing a tight selection (Control 
Region, used to assess systematic uncertainties).  

From Time-Of-
Flight (ToF) 

measurements in 
Muon Spectrometer       
(RPC + MDT) and 

Calorimeters 

Event/candidate selection,  systematic uncertainties  

Signal Region  
(loose selection):  

• Two candidates  
• pT >50 GeV  
• Z mass veto 
• β measurements consistency: 
   - within same sub-detector  
   - among two sub-detectors: 3σ 
   - with βγ from Pixel: 5σ 
 

• 0.2< β (combined)<0.95 
• Additional model dependent cut on candidate mass 

Control Region 
 (tight selection):  
• One candidate passing loose cuts  
• pT>70 GeV  
• β measurements consistency: 

   - among three sub-detectors: 2σ 
   - with βγ from Pixel: 3σ 
 
 

A search for heavy long-lived sleptons has been performed on a data sample of 15.9± 0.45  fb−1 from proton-proton collisions at a center-of-mass 
energy √s = 8 TeV collected by the ATLAS detector at the LHC in 2012 

•  Heavy long lived particles (LLPs) are predicted by many Standard Model (SM) 
extensions. 

•  In Supersymmetry (SUSY), sleptons (  , superpartners of leptons), squarks and 
gluinos (q, g, superpartners of quarks and gluons, respectively) might have long 
lifetimes and decay outside the detector volume.  

˜ ˜ 

τ1

τ1l

χ1
0 χ1

±

•  In the framework of gauge-mediated SUSY breaking (GMSB) with the light stau (   ) 
is the next to lightest supersymmetric particle (NLSP) and may be long lived:         
ü  GMSB events contain two     (mostly right-handed in the considered GMSB points); 

ü  direct production dominates and allows to set model independent limits; 

ü  indirect limits set on     and      masses. 

χ1
±χ1

0

τ1

Cross section limits on       and       production as a 
function of their masses when they decay to a 

long-lived     for different tanβ values !

LLP in the GMSB scenario

τ̃" 
Strong" EW" Direct"

• Gravitino is the LSP

• τ:
• NLSP

• may be long-lived due to small coupling to the gravitino

• GMSB events contain two τ, often also additional leptons

• strong production suppressed (large q, g masses )

• electro-weak production (21-36% of total GMSB production) independent 

of τ mass, while slepton production depends on it
• direct production dominates (60-77% of total GMSB production)→ model 

independent limits

~

~ ~

~
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~
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Electro-Weak production 

(21-36% of total GMSB) 
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Figure 7: Cross-section limits as a function of the �̃ mass for ⌧̃1s from chargino and neutralino pro-
duction. Observed limits are given as solid lines with markers. Di↵erent colors represent models with
di↵erent tan�. Expected limits for tan� = 10 are drawn as black lines with ±1 and ±2� uncertainty
bands drawn in green and yellow respectively. The theoretical cross-section prediction (dominated by
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Figure 3: On the left, observed data and expected signal in the two-candidate signal region in the slepton
search. On the right, the lower of the two masses is plotted for observed data, background estimate and
expected signal for ⌧̃1 masses of 346 GeV and 437 GeV.

samples shown on the right have ⌧̃1 masses of 346 GeV and 437 GeV.

No indication of signal above the expected background is observed, and limits on new physics scenarios
are set. Cross-section limits are obtained using the CL

s

prescription [50]. Mass limits are derived by
comparing the obtained cross-section limits to the lower edge of the 1� band around the theoretically
predicted cross-section for each process.

The resulting production cross-section limits at 95% confidence level (CL) in the GMSB scenario as a
function of the ⌧̃1 mass are presented in Figure 4 and compared to theoretical predictions. A long-lived
⌧̃1 in GMSB models with N5 = 3, mmessenger = 250 TeV and sign(µ) = 1 are excluded at 95% CL up to
masses of 420, 425, 422, 410, 400, 385 GeV for tan� = 5, 10, 20, 30, 40 and 50, respectively.

Limits on the rates of specific production mechanisms are obtained by repeating the analysis on subsets
of the GMSB samples corresponding to each production mode. For GMSB models with parameters in
this range, strong production of squarks and gluinos is suppressed due to their large masses. Directly
produced sleptons comprise 60–77% of the GMSB cross-section, and the corresponding ⌧̃1 production
rates depend only on the ⌧̃1 mass and the mass di↵erence between the right handed ẽ (or µ̃) and the
⌧̃1. Thus, using the same analysis, constraints can be made on a simple model with only pair-produced
sleptons which are long lived, or which themselves decay to long-lived sleptons of another flavour. Such
direct production is excluded at 95% CL up to ⌧̃1 masses of 395 to 365 GeV for models with slepton
mass splittings of 0.75 to 90 GeV. The slepton direct production limits are shown in Figure 5. Figure 6
shows the cross-section limits on direct ⌧̃1 production, as would be the case when the mass splitting to
the other sleptons is very large. Masses below 327 GeV are excluded if only ⌧̃1 is produced.

Finally, in the context of the GMSB model, 21–36% of the GMSB cross-section arises from direct

9

τ1

• No indication of signal above the expected 
background is observed. 

• Results are interpreted in the GMSB context 
where the lighter     slepton (    ) is the NLSP and 
is long-lived.  

• Upper cross-section limits on model independent 
cross-sections for direct  , and   production 
obtained at 95% CL. 

• As an example, exclusion limits on directly 
produced    and    ,which afterwards decay directly 
or via heavier    to    , are set for    ,masses up to 
475–490 GeV (     masses 210–260 GeV higher). 
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Two-candidate signal region: !
observed data and expected signal in the m1 - m2 plane. !
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