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Plan of the talk

· observables relevant for the MW measurement

· relevance of different classes of radiative corrections and their impact on the MW measurement

· the POWHEG implementation of exact NLO-QCD and NLO-EW corrections
    to both charged current and neutral current Drell-Yan, matched with QCD and QED showers

· QCD and EW uncertainties

· PDF uncertainties
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Motivations

Top Mass (GeV)

W
 M

as
s 

(G
eV

)

 < 127

H

115 < m

 < 1000

H

600 < m

155 160 165 170 175 180 185 190 195

80.3

80.35

80.4

80.45

80.5

top
 (2012), m

W
68% CL (by area) M

 & direct Higgs exclusion)
top

, m
W

LEPEWWG (2011) 68% CL (excluding M

February 2012
A precise measurement of MW provides a crucial test of the SM
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Motivations
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MW is extracted with a template fit technique of various distributions of CC-DY
An event generator that includes the best available results in terms of radiative corrections
is necessary to minimize the theoretical systematic error in the fit
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Template fit and theoretical accuracy
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The measured MW value does not depend on the normalization of the distributions
but rather on their shape

If we aim at measuring MW with 10-15 MeV of error, are we able to control
the shape of the distributions and the theoretical uncertainties at the few per mille level?

In a template fit approach
· the best theoretical prediction for a distribution is computed several times, 
   with different values of MW
· each template is compared to the data
· the measured MW is the one of the template that maximizes the agreement with the data

Which level of accuracy do we need? 
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Perturbative expansion of the Drell-Yan cross section
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QCD
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mixed QCDxEW
Motivations

Drell-Yan-like production of singleW (Z) bosons is one of the cleanest processes with a large

cross section at hadron colliders. It can be used

W
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ν
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l
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p X
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• to derive precise measurements of the W -boson mass MW and width �W . Relevant

observables: leptons’ transverse momentum p⌅
T , W transverse mass MW

T , ratio of the

W /Z transverse mass distributionsMW
T /MZ

T , ratio of leptonic rates ...

• to monitor the collider luminosity and determine the parton distribution functions (PDFs).
Relevant observables: total cross section,W rapidity yW , charged lepton pseudorapidity

�⌅ ...
M. Dittmar, F. Pauss, D. Zurcher, Phys. Rev. D56 (1997) 7284

V.A. Khoze et al., Eur. Phys. J. C19 (2001) 313
4

Which corrections modify the shape of the distributions?
                             affect the extraction of MW?
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Perturbative expansion of the Drell-Yan cross section

⇥tot = ⇥0 + �s⇥�s + �2
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s
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Fixed order corrections exactly evaluated and available in simulation codes

MCFM,FEWZ,DYNNLO

WGRAD, RADY, HORACE, SANC

FEWZ 2.1

R.Gavin, Y.Li, F.Petriello, S.Quackenbush, arXiv:1201.5896

S.Catani, L.Cieri, D. de Florian, G. Ferrera, M. Grazzini , arXiv:0903.2120

DYNNLO
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Perturbative expansion of the Drell-Yan cross section

⇥tot = ⇥0 + �s⇥�s + �2
s⇥�2

s
+ . . .

+ �⇥� + �2⇥�2 + . . .

+ ��s ⇥��s + ��2
s ⇥��2

s
+ . . .

Fixed order corrections exactly evaluated and available in simulation codes

MCFM,FEWZ,DYNNLO

WGRAD, RADY, HORACE, SANC

HORACE

∆M
α
W = 110 MeV

HORACE

The change of the final state lepton distribution yields a huge shift in the extracted MW value
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Perturbative expansion of the Drell-Yan cross section

⇥tot = ⇥0 + �s⇥�s + �2
s⇥�2

s
+ . . .

+ �⇥� + �2⇥�2 + . . .

+ ��s ⇥��s + ��2
s ⇥��2

s
+ . . .

Fixed order corrections exactly evaluated and available in simulation codes
Subsets of corrections partially evaluated or approximated

J.Kühn, A.Kulesza, S.Pozzorini, M.Schulze,    Nucl.Phys.B797:27-77,2008, Phys.Lett.B651:160-165,2007, Nucl.Phys.B727:368-394,2005.

O(α²)
    EW Sudakov logs
    QED LL
    QED NLL (approximated)
    additional light pairs (approximated)
O(αα_s)
    EW corrections to ffbar+jet production
    QCD corrections to ffbar+gamma production

A.Denner, S.Dittmaier, T.Kasprzik, A.Mueck,  arXiv:0909.3943, arXiv:1103.0914

8



Alessandro Vicini - University of Milano                                                                                                                                                          Stockholm, July 18th 2013

Mixed QCDxEW corrections the Drell-Yan cross section⇥tot = ⇥0 + �s⇥�s + �2
s⇥�2

s
+ . . .

+ �⇥� + �2⇥�2 + . . .

+ ��s ⇥��s + ��2
s ⇥��2

s
+ . . .● The first mixed QCDxEW corrections include different contributions:

   ·emission of two real additional partons (one photon + one gluon/quark)
   ·emission of one real additional parton (one photon with QCD virtual corrections,
                                                             one gluon/quark with EW virtual corrections)
   ·two-loop virtual corrections

● The bulk of the mixed QCDxEW corrections, relevant for a precision MW measurement,
   is factorized in QCD and EW contributions: 
  ( leading-log part of final state QED radiation ) X ( leading-log part of initial state QCD radiation ||
                                                                             NLO-QCD contribution to the K-factor            )

● an exact complete calculation is not yet available, neither for DY nor for single gauge boson production

In any case, a fixed order description of the process is not sufficient...

W.B. Kilgore, C. Sturm, arXiv:1107.4798
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The relevance of multiple gluon/photon emission

analytical resummation of initial state QCD multiple gluon emission (Resbos, DYqT)

matching of NLO-QCD results with QCD Parton Shower (MC@NLO, POWHEG)

numerical simulation of IS QCD multiple gluon emission via Parton Shower (Herwig, Pythia, Sherpa)

DYqT

G. Bozzi, S.Catani, D. de Florian, G. Ferrera, M. Grazzini , arXiv:1007.2351 S.Alioli, P. Nason, C. Oleari, E. Re, arXiv:0805.4802
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The relevance of multiple gluon/photon emission

analytical resummation of initial state QCD multiple gluon emission (Resbos, DYqT)

matching of NLO-QCD results with QCD Parton Shower (MC@NLO, POWHEG)

numerical simulation of IS QCD multiple gluon emission via Parton Shower (Herwig, Pythia, Sherpa)

DYqT

G. Bozzi, S.Catani, D. de Florian, G. Ferrera, M. Grazzini , arXiv:1007.2351 S.Alioli, P. Nason, C. Oleari, E. Re, arXiv:0805.4802

HORACE

W

matching of NLO-EW results with complete QED Parton Shower (HORACE)

numerical simulation of final state QED multiple photon emission via Parton Shower (Photos, HORACE)
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Figure 7: Relative effect on the transverse mass distribution, in Born units, of higher-order QED
final state-like and full QED parton shower corrections.

scheme Born O(α) δ (%)

α(0) 4244.68 ± 0.09 4360.5 ± 0.6 +2.73

Gµ 4536.03 ± 0.07 4411.0 ± 0.2 -2.76

Table 6: Born and O(α) hadron-level cross sections (pb)and effect of the O(α) corrections, ex-
pressed in units of the corresponding Born cross section, in the α(0) and in the Gµ schemes.

the α(0) input scheme. In table 6, we compare the cross sections obtained in the two input

schemes, in Born and in O(α) approximations and the corresponding relative corrections.

The difference between the cross sections in the two schemes is reduced when going from

the Born to the O(α) approximation and amounts to about 6% (Born) and 1% (O(α)),

respectively. The relative correction in the two schemes is of the same order (≈ 3%) but of

opposite sign. This can be understood taking into account that, as previously discussed,

in the Gµ scheme, at a variance with the α(0) scheme, universal virtual corrections are

absorbed in the lowest-order cross section. It is worth noticing that the O(α) corrected

transverse mass distribution differs in the two input schemes as shown in figure 8, where

we plot the relative corrections in the two schemes in units of the corresponding Born

distributions and their difference.

Another source of uncertainty, which is not of purely EW origin, is the choice in the

parton densities of the factorization scale M . In order to study this dependence, we set

M = ξmW and consider the canonical range 1/2 ≤ ξ ≤ 2. We define the two following

relative corrections:

δ(M) ≡
σα(M)

σ0(M)
− 1, ∆(M) ≡

σα(M) − σ0(M)

σ0(mW )
(5.3)

In figure 9 we plot, for the transverse mass distribution, δ(0.5mW ) and δ(2mW ). The

difference between the two curves can be interpreted as mainly due to the dependence of

the O(α) cross section on the choice of the QED factorization scale. We observe a variation

at the per mille level of the transverse mass distribution, as already remarked in ref. [13].

In figure 10 we plot, for the transverse mass distribution, ∆(0.5mW ) and ∆(2mW ).

– 19 –

Shift induced in the extraction of MW
from higher order QED effects

∆M
α
W = 110 MeV

∆M
exp
W = −10 MeV

C. Carloni Calame, G. Montagna, O. Nicrosini, AV, hep-ph/0609170
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● the factorized and the additive formulae
   differ by few per cent

● different inclusion of higher orders
                 and  

● the POWHEG formulation offers
   another recipe to combine the QCD and EW
   corrections

O(�2
s) O(��s)

G. Balossini, C.M.Carloni Calame, G.Montagna, M.Moretti, O.Nicrosini, F.Piccinini, M.Treccani, A.Vicini,  JHEP 1001:013, 2010
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Combining QCD + EW corrections:              ambiguitiesO(↵↵s)
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CC and NC Drell-Yan in POWHEG with exact NLO-(QCD+EW)
POWHEG, CC-DY:    NLO-(QCD+EW) matched with QCD/QED Parton Shower
                                                       Bernaciak, Wackeroth,  arXiv:1201.4804

                                                       Barzè, Montagna, Nason, Nicrosini, Piccinini, arXiv:1202.0465

POWHEG, NC-DY:    NLO-(QCD+EW)  matched with QCD/QED Parton Shower
                                                       Barzè, Montagna, Nason, Nicrosini, Piccinini, Vicini, arXiv:1302.4606

d⇥ =
↵

fb

B̄fb(⇥n)d⇥n
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⇥
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⇤
d⇥rad �(kT � pmin
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⌃
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(differential)

overall normalization factor

exact NLO QCD+EW accuracy

(Born+virtual+integrated real)

no emission probability

(Sudakov form factor)

exact emission probability of one parton

(either one photon or gluon or quark)

requested to be the hardest emission

(Sudakov form factor)

● the events generated in this way are then passed to PYTHIA/HERWIG for QCD and QED showering

● the effect of radiative corrections on the distributions is ruled by the (modified) Sudakov form factor

   and is factorized w.r.t. the lowest order kinematics Ḇ

http://powhegbox.mib.infn.it/
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CC-DY: QCD+EW effects
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● FSR multiple photon radiation included with PHOTOS

● transverse mass stable against QCD corrections → NLO-EW effects are preserved after showering
● the lepton transverse momentum is more sensitive to multiple gluon radiation
   the sharp peak due to EW corrections is reduced by the QCD-Parton Shower 

● the interplay between QCD and EW corrections yields effects at the per cent level

● leading higher-order mixed O(αα_s) corrections are taken into account
   together with the proper matching of NLO-(QCD+EW) matrix elements and (QCD+QED) Parton Shower

Barzè, Montagna, Nason, Nicrosini, Piccinini, arXiv:1202.0465
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NC-DY: QCD+EW effects      
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● the lepton transverse momentum is very sensitive to multiple gluon radiation

● the sharp peak due to EW corrections is reduced by the interplay with the QCD-Parton Shower;
    factorizable O(αα_s) corrections are at the level of 7%

● an additive prescription to combine QCD+EW effects instead preserves the peak

   the fixed-order QCD description of the lepton transverse momentum distribution is poor, a resummation is needed

   the combination of NLO-EW effects with multiple gluon emission strongly smears both
                  the NLO-QCD fixed order spectrum and the peaked NLO-EW correction

Barzè, Montagna, Nason, Nicrosini, Piccinini, Vicini, arXiv:1302.4606
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NC-DY: QCD+EW effects       lepton-pair  transverse momentum

● the description of the lepton-pair transverse momentum distribution data  is in general good

● default values for the non-perturbative parameters in PYTHIA6 and PYTHIA8 have been used (further tuning possible)

● full NLO-EW matrix element → bulk of the QED effects on ptZ;   multiple photon radiation has negligible impact

● QED radiation affects differently ptW and ptZ,   both in its FSR and in its ISR components
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Barzè, Montagna, Nason, Nicrosini, Piccinini, Vicini, arXiv:1302.4606
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QED induced  W(Z) transverse momentum
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Uncertainty on ptW directly translates into an uncertainty on MW.

Photon radiation yields a tiny gauge boson transverse momentum.

The gauge boson transverse  momentum is different in the CC and NC channels 
because of the different flavor structure.

A possible estimate of the “non-final state” component differs in the 2 cases 
by 54 (Z) - 33 (W) = 21 MeV

The fit of the non-perturbative PYTHIA parameters from the Z transverse momentum
should be done using POWHEG (QCD+EW) + PYTHIA, 
in order to remove completely the EW corrections to the NC channel  from the tuning
➞ the PYTHIA parameters will encode only non-perturbative QCD information

In the simulation of the CC channel, 
the use of POWHEG (QCD+EW), with the above PYTHIA parameters,
will yield the proper combination of QCD and EW effects

HORACE
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Ambiguities affecting the shape of the ptV distribution

The prediction of the ptV distribution depends on the:

    ● logarithmic accuracy of the resummation  
             uncertainty parametrized by the resummation scale Q (analytical approach)

    ● prescription to match fixed-order results and Parton Shower
             variation of hfact in the general formulation of NLO-matched Shower MC

   ● QED and mixed QCDxQED effects

Any choice of the scale Q or of the factor hfact, for a given PDF set,
       will then require a corresponding tuning of the model dependent part of the simulation;
We should not discard the QCD theoretical uncertainties!

    ● non-perturbative “intrinsic” transverse momentum component
              measured from ptZ; validity of the extrapolation to a different phase-space?

    ● PDF set choice:  partial correlation between ptZ and ptW, in particular via the gluon density
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Classification of EW radiative corrections
13

The value of MW is extracted in a template fit to the
MW

T , pl
T and E/T distributions. The fit regions used are

65 GeV  MW
T  90 GeV, 32 GeV  pl

T  48 GeV and

32 GeV  E/T  48 GeV, and correspond to the ones of
the CDF Run II analysis of Ref. [81, 82]. CDF detector

simulation ?

mT plT E/T
line approximation 1 approximation 2 e µ e µ e µ
1 born LL1� �143± 3.1 �148± 2.1 �167± 3.7 �198± 3.1 �104± 4.0 � 89± 2.5
2 born LLn� �138± 3.1 �138± 2.1 �162± 3.7 �184± 3.1 �104± 4.0 � 85± 2.5
3 LL1� LLn� 5± 3.5 10± 2.3 5± 4.4 15± 3.3 1± 4.5 5± 2.5
4 born O(↵) �147± 2.8 �153± 2.5 �174± 3.5 �208± 3.5 �105± 3.7 � 91± 2.8
5 born match �137± 3.0 �138± 3.4 �163± 3.7 �190± 3.4 � 96± 4.0 � 78± 2.7
6 O(↵) match 11± 3.0 12± 3.0 11± 3.5 16± 3.3 12± 4.0 13± 3.8
7 LL1� O(↵) � 1± 3.4 � 3± 2.5 � 3± 4.1 � 5± 3.7 � 1± 4.4 � 1± 3.0
8 LLn� match 4± 3.5 5± 2.4 4± 4.2 2± 3.5 10± 4.5 10± 2.8

TABLE II. �MW (fit� input), all numbers in MeV. Arith-
metic average between simulated data=approximation1, tem-
plate=approximation2 and simulated data=approximation2,
template=approximation1. The sign corresponds to the first
of the above.

A. W mass shifts

The obtained MW shifts due to using the di↵erent
modes available in the public version of Horace are pre-
sented in Table II. The values are in units of MeV and
are an arithmetic average of the fit result when the ap-
proximations for the template and pseudo–data are set
one way and then reversed. The sign of the shift corre-
sponds to the case where “approximation 2” templates
are fit to “approximation 1” simulated data.

For brevity we comment in the following the case of
W ! e⌫ decays and the results corresponding to the MW

T
fits. However, the arguments hold to a large extent for
W ! µ⌫ events and for the results obtained fitting the
pl

T and E/T distributions.
From Table II it is evident that FS one photon radia-

tion is responsible for the bulk of the MW shift (line 1),
which amounts to 143 MeV. Multiple photon emission
has still a sizeable e↵ect, of about 5% of the first–order
correction (line 2). Note that multi–photon radiation re-
duces the shift induced by one photon emission. In order
to understand the opposite sign of the two mechanisms,
one can simply observe that the lepton energy spectrum
is controlled in the LL approximation by the Sudakov
form factor. As the latter is an exponential, its pertur-
bative expansion yields an alternating sign series, thus
explaining the e↵ect.

The exact O(↵) EW corrections shift the fitted mass
by 147 MeV (line 4). By comparison with the result for
O(↵) corrections in the LL approximation it turns out
that the e↵ect of O(↵) NNL terms is at the level of a few
MeV. When including multiple photon corrections on top
of the exact NLO calculation, the full O(↵) W mass shift

is reduced by about 10 MeV (lines 5 and 6 in comparison
with line 4).

A measure of the impact of the subleading contribu-
tions can be read from line 7 and line 8. The di↵erence
between the obtained shifts can be understood by com-
paring Eq. (5) and Eq. (7), for which the the sublead-
ing terms present in FSV act di↵erently. Indeed, in the
former case they enter the 0–photon event sample only,
while in the latter case they equally act on all the photon
multiplicities.

All in all, the results given in Table II indicate that
both exact NLO and multiple photon corrections, as well
as their matching, are necessary ingredients for a mea-
surement of the W mass with an EW uncertainty at the
MeV level.

Using the most accurate modes of Horace we also per-
formed fits to the invariant mass of the Z boson in the re-
gion 81 GeV  mee  101 GeV in the case of Z ! e+e�

events, and 86 GeV  mµµ  98 GeV for Z ! µ+µ�

events. A sample of our results for the Z mass shifts is
shown in Table III. As expected, for a given theoretical
approximation, the observed shifts of MZ are larger than
in the W boson case, because both leptons can radiate.
Like for the W mass shifts, Z decays also show the rel-
ative decrease of the radiative e↵ect when higher–order
corrections are included. The main message of this in-
vestigation concerning the NC DY channel is as follows.
Because of the crucial role played by the Z mass fits
in the MW measurements, it is imperative, to avoid in-
consistencies, relying on theoretical predictions sharing
the same level of accuracy both for W and Z produc-
tion. In particular, using the best available calculations
for Z production too, thus incorporating multi–photon
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e↵ects on top of NLO corrections, would allow to reduce
the QED systematic uncertainty (presently at the level
of some MeV [4, 5]) a↵ecting the calibration procedures
based on Z mass fits.

MZ

data template e µ
O(↵) born �242± 2.4 �198± 1.7
match born ?� 212± 2.1? �184± 1.9
match O(↵) ? 13± 1.3? 12± 2.0

TABLE III. Z mass shifts �MZ(fit� input), all numbers in
MeV.

Last but not least, the impact on the W mass due
to the emission of unresolved lepton pairs is shown in
Table IV. These results have been obtained using the
updated version of Horace that implements the theo-
retical recipe detailed in Section III B and Appendix A.
Event selection for pairs?. It can be seen that the
MW shifts induced by light pair corrections amount to
3 MeV for both the W decay channels and are dominated
by electron pair emission. Let us emphasize that for this
specific evaluation, where the MW shifts are rather small,
the size of the MC samples has been taken four times
larger than in the other analyses, to maintain the impact
on the shifts of the statistical error of the simulations at a
negligible level. For this reason, the evaluation has been
limited to fits to the transverse mass distribution. It is
interesting to note that the shifts due to pair corrections
partially compensate the shifts induced by multiple pho-

ton emission, as expected in the light of the discussion
given in Section III B and, in particular, of the shape
modifications shown in Fig. 1.

mT

line approximation 1 approximation 2 e µ
1 exp–LL exp–LL + e+e� -2 -3
2 exp–LL exp–LL + e+e� + µ+µ� -3 -3

TABLE IV. W mass shifts due to the lepton pair correc-
tions. �MW (fit� input), all numbers in MeV. Arith-
metic average between simulated data=approximation1, tem-
plate=approximation2 and simulated data=approximation2,
template=approximation1. The sign corresponds to the first
of the above.

B. W mass: estimate of the EW/QED uncertainties

In this Section, we provide our estimate of the EW
uncertainty, following the classification of presently un-
controlled NNLO EW and QED corrections described in
Section IV The W mass shifts detailed in the following
have been obtained using the updated version of Ho-
race for the uncertainties induced by the choice of the
input scheme and NLL QED corrections, and the recent
implementation of EW corrections into Powheg for the
NNLO finite–width e↵ects.

In Table V we compare the shifts due to the three
di↵erent input parameter choices introduced in Section
IV A both at O(↵) and in the matched formulation of
Horace. Some comments are in order here.

mT plT E/T
line approx. 1 approx. 2 e µ e µ e µ
1 O(↵) ↵0 O(↵) Gµ � I - 9.0 -11.6 -10.8 -11.8 - 2.8 - 7.4
2 O(↵) ↵0 O(↵) Gµ � II 1.2 -0.3 -0.2 0.2 1.7 -0.7
3 O(↵) Gµ � I O(↵) Gµ � II 10.1 11.2 10.6 12.0 4.4 6.6
4 matched ↵0 matched Gµ � I -0.1 -0.1 0.0 -1.1 2.0 1.8
5 matched ↵0 matched Gµ � II 1.7 1.1 1.3 -0.3 4.0 2.6
6 matched Gµ � I matched Gµ � II 1.8 1.2 1.0 0.8 2.0 0.9

TABLE V. W mass shifts induced by the input scheme de-
pendence. �MW (fit� input), all numbers in MeV. Arith-
metic average between simulated data=approximation1, tem-
plate=approximation2 and simulated data=approximation2,
template=approximation1. The sign corresponds to the first
of the above.

1. In comparison with the present experimental ac-
curacy, the shifts are rather sizeable, of the order
of 10 MeV, when considering just NLO predictions

(lines 1, 2 and 3). They are induced by the di↵erent
O(↵2) components present in the three schemes.

2. The shifts are considerably reduced, down to about
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e↵ects on top of NLO corrections, would allow to reduce
the QED systematic uncertainty (presently at the level
of some MeV [4, 5]) a↵ecting the calibration procedures
based on Z mass fits.
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to the emission of unresolved lepton pairs is shown in
Table IV. These results have been obtained using the
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Event selection for pairs?. It can be seen that the
MW shifts induced by light pair corrections amount to
3 MeV for both the W decay channels and are dominated
by electron pair emission. Let us emphasize that for this
specific evaluation, where the MW shifts are rather small,
the size of the MC samples has been taken four times
larger than in the other analyses, to maintain the impact
on the shifts of the statistical error of the simulations at a
negligible level. For this reason, the evaluation has been
limited to fits to the transverse mass distribution. It is
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partially compensate the shifts induced by multiple pho-

ton emission, as expected in the light of the discussion
given in Section III B and, in particular, of the shape
modifications shown in Fig. 1.

mT

line approximation 1 approximation 2 e µ
1 exp–LL exp–LL + e+e� -2 -3
2 exp–LL exp–LL + e+e� + µ+µ� -3 -3

TABLE IV. W mass shifts due to the lepton pair correc-
tions. �MW (fit� input), all numbers in MeV. Arith-
metic average between simulated data=approximation1, tem-
plate=approximation2 and simulated data=approximation2,
template=approximation1. The sign corresponds to the first
of the above.

B. W mass: estimate of the EW/QED uncertainties

In this Section, we provide our estimate of the EW
uncertainty, following the classification of presently un-
controlled NNLO EW and QED corrections described in
Section IV The W mass shifts detailed in the following
have been obtained using the updated version of Ho-
race for the uncertainties induced by the choice of the
input scheme and NLL QED corrections, and the recent
implementation of EW corrections into Powheg for the
NNLO finite–width e↵ects.

In Table V we compare the shifts due to the three
di↵erent input parameter choices introduced in Section
IV A both at O(↵) and in the matched formulation of
Horace. Some comments are in order here.
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2 O(↵) ↵0 O(↵) Gµ � II 1.2 -0.3 -0.2 0.2 1.7 -0.7
3 O(↵) Gµ � I O(↵) Gµ � II 10.1 11.2 10.6 12.0 4.4 6.6
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5 matched ↵0 matched Gµ � II 1.7 1.1 1.3 -0.3 4.0 2.6
6 matched Gµ � I matched Gµ � II 1.8 1.2 1.0 0.8 2.0 0.9

TABLE V. W mass shifts induced by the input scheme de-
pendence. �MW (fit� input), all numbers in MeV. Arith-
metic average between simulated data=approximation1, tem-
plate=approximation2 and simulated data=approximation2,
template=approximation1. The sign corresponds to the first
of the above.

1. In comparison with the present experimental ac-
curacy, the shifts are rather sizeable, of the order
of 10 MeV, when considering just NLO predictions

(lines 1, 2 and 3). They are induced by the di↵erent
O(↵2) components present in the three schemes.

2. The shifts are considerably reduced, down to about
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1–2 MeV, when NLO corrections are matched with
higher–order contributions (lines 4, 5 and 6). This
follows from the factorized nature of the matching
algorithm implemented in Horace and from the
fact the sharing of the di↵erent photon multiplici-
ties is the same in the three schemes, as remarked
in Section IVA

3. The ↵
0

and the Gµ � II schemes behave in a very
similar way, as it can be clearly noticed from the
results of the O(↵) analysis (line 3). This result is a
consequence of the equality of the relative fraction
of the 0– and 1–photon samples in the two cases.

4. Since both versions of the “natural” Gµ scheme
are a priori acceptable in the absence of a com-
plete NNLO EW calculation, it follows from the
results shown in line 6 that there is an intrinsic
input scheme arbitrariness that induces an uncer-
tainty on the W mass of ⇠ 2 MeV.

The uncertainty induced by NNL QED corrections be-
yond O(↵) as obtained according to the procedure sum-
marized by Eq. (25) is shown in Table VI. For this spe-
cific uncertainty evaluation, where the di↵erence of two
MW shifts is the relevant quantity, the size of the MC
samples has been taken four times larger than in the
other analyses, to keep the propagation of the statisti-
cal error under control

mT plT E/T
line approx.1 approx.2 e µ e µ e µ

1 exp–LL  = 1.5 exp–LL  = 1 4.0 5.9 4.0 7.7 2.4 3.8
2 O(↵) LL  = 1.5 O(↵) LL  = 1 1.9 4.8 1.8 5.9 1.5 2.3

�MW
↵2

according to Eq. (25) 2.1 1.1 2.2 1.8 0.9 1.5

TABLE VI. QED Parton Shower scale dependence.
�MW (fit� input), all numbers in MeV. Arithmetic
average between simulated data=approximation1, tem-
plate=approximation2 and simulated data=approximation2,
template=approximation1. The sign corresponds to the first
of the above.

From the results given in Table VI we conclude that
the NLL QED e↵ects on MW are quite moderate and
can be estimated at the 1–2 MeV level. However, this
conclusion is limited by the statistics of our MC samples.

The uncertainty due to NNLO EW corrections, as in-
duced by the di↵erent treatment of W–width e↵ects in
the CLA and CMS schemes, is summarized in Fig. 7.
It shows the ��2 ⌘ �2 � �2

min

as a function of the W
mass, obtained by fitting Born templates on two di↵er-
ent samples of NLO EW pseudo–data for the transverse
mass distribution. The same input parameters have been
consistently used to produce these pseudo–data. The for-
mer sample has been obtained using the CLA scheme
for the simulation of MW

T at NLO, while the latter one
has been produced using the CMS recipe. The uncer-
tainty induced on MW can be read directly from Fig. 7

by taking the di↵erence of the two best–fit values. As re-
marked in Section IV B, this e↵ect is just a consequence
of the di↵erent treatment of threshold singularities in the
two EW calculations, which is in turn responsible of the
shape di↵erences just above the W mass shown in Fig. 3.
Thanks to this exercise, we arrive at the conclusion that
presently unavailable NNLO EW contributions may af-
fect MW of ⇠ 7 MeV. A shift of this size does not seem
unreasonable, as it is roughly comparable with the ef-
fect induced by the O(↵2) two–photon and lepton pair
corrections. However, di↵erently from the latter QED
e↵ects, the EW scheme–dependent shift stems from gen-
uine weak loop contributions and as such can not be sup-
pressed requiring appropriate event selection conditions.
In other words, the shift originating from the di↵erent
CLA vs. CMS predictions at the two–loop level plays
the role of a truly irreducible uncertainty. However, it is
also necessary to point out that the evaluation of NNLO
EW e↵ects on MW must be taken with due care, i.e. just
as an estimate of the possible shift due to genuine two–
loop EW corrections. Actually, whereas the shifts due
to lepton pair emission or NLL EW contributions are
robust because they come from quantitative predictions
fully under control, the MW shift inferrable from Fig. 7
relies upon a procedure which is certainly theoretically
sound but providing, at the same time, only an approx-
imate evaluation of two–loop EW e↵ects. This intrinsic
ambiguity can be only fixed when a full calculation of
NNLO EW corrections becomes available.

0

2e-06

4e-06

80.299 80.304 80.309 80.314 80.319

80.305 80.312

r2

MBorn
W (GeV)

CMS
CLA

FIG. 7. The ��2 ⌘ �2 � �2
min as a function of the W–boson

mass according to the CLA and CMS options for the calcula-
tion of NLO EW corrections.

VII. CONCLUSIONS

We have performed a detailed study of the EW/QED
e↵ects and uncertainties involved in the precise measure-
ment of the W–boson mass at the Tevatron and the LHC.

● each set of radiative corrections induces a distortion of the shape of the observables
● with a template-fit approach, the distortion of the shape is translated into a MW shift
● study performed in the Tevatron setup (energy and acceptance cuts)

● an estimate of remaining sources of uncertainty can enter in the theoretical systematic error

Barzè, Bizjak, Montagna, Nicrosini, Piccinini, Vicini,  in preparation

● the available subsets of corrections MUST be included in the analysis

additional lepton-pair emission simulated in HORACE
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PDF error on MW from transverse mass distribution
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● the PDF effect on MW is obtained by studying the 
   transverse mass normalized distributions: 
   different PDF normalization should NOT be  accounted for by a MW shift

● templates and pseudodata computed 
      with the same generator in the same experimental setup:
   in first approximation the PDF effects factorize w.r.t. all the other 
       theoretical and experimental factors

● the accuracy of the templates, to avoid spurious fluctuations, is very important
    because many effects are of O(5 MeV):
    it is a highly demanding task from the computational point of view, 
    already at NLO-QCD

● for the transverse mass distribution, 
   a fixed order NLO-QCD analysis is sufficient to assess this uncertainty

● if confirmed, the PDF error is moderate at the Tevatron, 
   but also at the LHC, even before the use of the LHC data

Bozzi, Rojo, Vicini, arXiv:1104.2056
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● lepton transverse momentum distribution sensitive to the details of QCD radiation
                                                                                   lepton-momentum smearing effects

PDF error on MW from lepton transverse momentum distribution
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● at NLO-QCD gluon-quark subprocesses yield an important contribution
   → the gluon PDF uncertainty is more pronounced than in the transverse mass case

● the PDF uncertainty due to quarks is rather flat over the entire range of the distribution

● the effect of the momentum smearing has to be included in the templates used in the MW fit,
   to isolate the pure PDF contribution to the uncertainty
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● caveat:  1) the above uncertainties have been computed with DYNNLO at NLO-QCD
              2) only the full process has a well defined physical meaning
take these plots only as motivation for a complete study

(G. Bozzi, G.Ferrera, AV: preliminary!)
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PDF error on MW from lepton transverse momentum distribution
a preliminary study with DYqT  shows that  it is possible to partially get rid of the PDF uncertainty 
(e.g. of the quark-gluon luminosity)
by studying appropriate ratios of observables
which should preserve the sensitivity to MW (in progress)

(G. Bozzi, G.Ferrera, AV: preliminary!)
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these results are obtained with DYqT
including the resummation with (LO+NLL)-QCD 
accuracy of log(ptV/MV)
including the gluon-induced subprocesses
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the W+ distribution is sensitive to MW   (jacobian peak corresponding to Xp=0.5)

the Z distribution is weakly sensitive to MW (couplings), but probes similar x PDF ranges

It is crucial to have a precise assessment of the PDF uncertainty affecting MW in the lepton-pt case
to understand if this is a potential bottleneck of the analysis
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Conclusions
The MW measurement with 10 (or even 5) MeV of final error is a very ambitious task
   which requires a thorough discussion of several sources of theoretical systematic error

● different behaviour of observables inclusive vs more exclusive w.r.t. QCD radiation
   relevance of QED radiation beyond LL-accuracy, including matching with exact NLO-EW results

● full NLO-(QCD+EW) matrix elements, matched with QCD+QED showers, are available in POWHEG 
   both in CC and in NC

● matching resummation/Parton Shower with fixed order results introduces some ambiguities
   which affect the shape of ptV distribution (and in turn of pt_l or MT_W and in turn of MW)

● the merging procedure to combine QCD and EW corrections may follow different prescriptions
   yielding different results → need for a full O(αα_s) calculation
   POWHEG QCD+EW provides a motivated Ansatz that includes systematically several higher-order
        mixed contributions

● PDF uncertainties are quite under control in the transverse mass case
                              require a better understanding of the gluon density in the lepton transverse momentum distribution

● purely EW corrections, including several O(α²) subsets of corrections, are quite under control, with a residual uncertainty
   at the level of 5 MeV 

● a detailed tune of PYTHIA parameters must be performed with POWHEG QCD+EW NC
   and the result consistently applied to the CC process

● the fitting procedure introduces its own systematic error in the MW determination
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Inclusion in POWHEG of the exact O(α) corrections  (NLO-EW)

● the POWHEG basic formula·is additive in the overall normalization,
                                             ·it describes exactly one parton emission (photon/gluon/quark) (but NOT two partons)
                                             ·includes in a factorized form mixed and higher order corrections relevant in the distributions
                                                in particular the bulk of the O(αα_s) corrections 
                                                (but it has NOT O(αα_s) accuracy)

d⇥ =
↵

fb

B̄fb(⇥n)d⇥n

⇧
 

⌥�fb
�
⇥n, pmin

T

⇥
+

↵

�r�{�r|fb}

⇤
d⇥rad �(kT � pmin

T ) �fb(⇥n, kT ) R(⇥n+1)
⌅�̄�r

n =�n

�r

Bfb(⇥n)

⌃
⌦

�

O = OLO

⇣
1 + �NLO+NNLO

QCD + �NLO
EW

⌘

O = OLO

⇣
1 + �NLO+NNLO

QCD

⌘ �
1 + �NLO

EW

�

1) purely additive prescription

2) factorized use of (differential) K-factors

    ·POWHEG accounts for multiple emission effects
    ·the kinematics of multiple emissions is exact (fully differential)

● the subtraction of IS QED collinear singularities is consistent only with MRST2004QED,
   where the evolution kernel of the parton densities includes also a QED term;
   updated PDF set including QED effects will be welcome!

● difference with respect to
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CC-DY: BW results Bernaciak, Wackeroth,  arXiv:1201.4804     LHC muon bare                 
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● all the results in the α₀ input scheme
● the pure NLO-EW curves do NOT include the QCD Parton Shower  (δ is relative to pure LO)
● the (QCD+EW)xPS results include only the QCD Parton Shower
● QCD corrections tend to be flat over the whole MT range
● the sharp peak of lepton pt distribution due to EW corrections is reduced by the QCD-Parton Shower 
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Estimate of the error on MW induced by the PDFs (G. Bozzi et al, arXiv:1104.2056)

● each PDF replica is used to generate a set of pseudodata, with a fixed value MW₀
● a very accurate set of template distributions has been prepared, varying only MW, with a reference(CTEQ6.6) PDF replica
● when pseudodata generated with the reference replica are fitted, the nominal value MW₀ is found (sanity check)
● the same code, DYNNLO, has been used to generate both, pseudodata and templates → only effect probed is the PDF one

● the MW shift expresses the distance between
   the PDF replica under study and the reference replica 

● the PDF error is obtained combining 
   the different MW results from each replica,
   according to the formulae recommended by the PDF
   collaborations
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Matching NLO calculations with resummation: DYqT
Bozzi, Catani, De Florian, Ferrera, Grazzini

Q is the resummation scale

the fixed order total cross section
is by construction reproduced

a non-perturbative smearing factor
can be applied on top of the pQCD result

universal

process dependent

G. Bozzi, S.Catani, D. de Florian, G. Ferrera, M. Grazzini , arXiv:1007.2351
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Comparison between POWHEG and MC@NLO
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Fig. 23: The transverse-momentum spectrum of the Higgs in MC@NLO (upper) and in POWHEG+PYTHIA
(lower) compared to the HQT result. In the lower insert, the same results normalised to the HQT central value are
shown.

small transverse momentum, but display a large difference (about a factor of 3) in the high transverse
momentum tail. This difference has two causes. One is the different scale choice in MC@NLO, where
by default µ = mT =

√
M2

H + p2T, where pT is the transverse momentum of the Higgs. That accounts
for a factor of (αs(mT)/αs(MH))3, which is about 1.6 for the last bin in the plots (compare the upper
plots of Figure 22 with those of Figure 23). The remaining difference is due to the fact that in POWHEG,
used with default parameters, the NLO K-factor multiplies the full transverse-momentum distribution.
The POWHEG output is thus similar to what is obtained with NLO+PS generator, as already observed
in the first volume of this Report.

This point deserves a more detailed explanation, which can be given along the lines of Ref. [132,
172]. We write below the differential cross section for the hardest emission in NLO+PS implementations
(see the first volume of this report for details)

dσNLO+PS = dΦBB̄
s(ΦB)

[
∆s(pmin

⊥ ) + dΦR|B
Rs(ΦR)

B(ΦB)
∆s(pT(Φ))

]
+ dΦRR

f (ΦR), (11)

where
B̄s = B(ΦB) +

[
V (ΦB) +

∫
dΦR|BR

s(ΦR|B)

]
. (12)
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(lower) compared to the HQT result. In the lower insert, the same results normalised to the HQT central value are
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small transverse momentum, but display a large difference (about a factor of 3) in the high transverse
momentum tail. This difference has two causes. One is the different scale choice in MC@NLO, where
by default µ = mT =

√
M2

H + p2T, where pT is the transverse momentum of the Higgs. That accounts
for a factor of (αs(mT)/αs(MH))3, which is about 1.6 for the last bin in the plots (compare the upper
plots of Figure 22 with those of Figure 23). The remaining difference is due to the fact that in POWHEG,
used with default parameters, the NLO K-factor multiplies the full transverse-momentum distribution.
The POWHEG output is thus similar to what is obtained with NLO+PS generator, as already observed
in the first volume of this Report.

This point deserves a more detailed explanation, which can be given along the lines of Ref. [132,
172]. We write below the differential cross section for the hardest emission in NLO+PS implementations
(see the first volume of this report for details)

dσNLO+PS = dΦBB̄
s(ΦB)

[
∆s(pmin

⊥ ) + dΦR|B
Rs(ΦR)

B(ΦB)
∆s(pT(Φ))

]
+ dΦRR

f (ΦR), (11)

where
B̄s = B(ΦB) +

[
V (ΦB) +

∫
dΦR|BR

s(ΦR|B)

]
. (12)
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The sum Rs +Rf yields the real cross section for gg → Hg, plus the analogous terms for quark–gluon.
Quark–antiquark annihilation is finite and therefore only contributes to Rf .

In MC@NLO, the Rs term is the shower approximation to the real cross section, and it depends
upon the SMC that is being used in conjunction with it. In POWHEG, one has much freedom in choosing
Rs, with the only constraint Rs < R, in order to avoid negative weights, and Rs → R in the small-
transverse-momentum limit (in the sense that Rs −R should be integrable in this region).

For the purpose of this review, we call S events (for shower) those generated by the first term
on the r.h.s. of Eq. (11), i.e. those generated using the shower algorithm, and F (for finite) events those
generated by theRf term.10 The scale dependence typically affects the B̄ and theRf terms in a different
way. A scale variation in the square bracket on the r.h.s. of Eq. (11) is in practice never performed, since
in MC@NLO this can only be achieved by changing the scale in the Monte Carlo event generator that
is being used, and in POWHEG the most straightforward way to perform it (i.e. varying it naively by a
constant factor) would spoil the NLL accuracy of the Sudakov form factor. We thus assume from now
on that the scales in the square parenthesis are kept fixed. Scale variation will thus affect B̄s and Rf .

We observe now that the shape of the transverse momentum of the hardest radiation in S events is
not affected by scale variations, given that the square bracket on the r.h.s. of Eq. (11) is not affected by it,
and that the factor B̄ is pT independent. From this, it immediately follows that the scale variation of the
large-transverse-momentum tail of the spectrum is of relative order α2

s , i.e. the same relative order of the
inclusive cross section, rather than of relative order αs, since B̄ is a quantity integrated in the transverse
momentum. Eq. (11), in the large-transverse-momentum tail, becomes

dσNLO+PS ≈ dΦBB̄
s(ΦB)dΦR|B

Rs(ΦR)

B(ΦB)
+ dΦRR

f (ΦR). (13)

From this equation we see that for large transverse momentum, the S event contribution to the cross
section is enhanced by a factor B̄/B, which is in essence the K-factor of the process. We wish to
emphasize that this factor does not spoil the NLO accuracy of the result, since it affects the distribution
by terms of higher order in αs. Now, in POWHEG, in its default configuration, Rf is only given by
the tiny contribution qq → Hg, which is non-singular, so that S events dominate the cross section. The
whole transverse-momentum distribution is thus affected by theK-factor, yielding a result that is similar
to what is obtained in ME+PS calculations, where the NLO K-factor is applied to the LO distributions.
Notice also that changing the form of the central value of the scales again does not change the transverse-
momentum distribution, that can only be affected by touching the scales in the Sudakov form factor.

A simple approach to give a realistic assessment of the uncertainties in POWHEG, is to also
exploit the freedom in the separation R = Rs + Rf . Besides the default value Rf = 0, one can also
perform the separation

Rs =
h2

h2 + p2T
R , Rf =

p2T
h2 + p2T

R . (14)

In this way, S and F events are generated, with the former dominating the region pT < h and the
latter the region pT > h. Notice that by sending h to infinity one recovers the default behaviour. It is
interesting to ask what happens if h is made vanishingly small. It is easy to guess that in this limit the
POWHEG results will end up coinciding with the pure NLO result. The freedom in the choice of h, and
also the freedom in changing the form of the separation in Eq. (14) can be exploited to explore further
uncertainties in POWHEG. The Sudakov exponent changes by terms subleading in p2T, and so we can
explore in this way uncertainties related to the shape of the Sudakov region. Furthermore, by suppressing
Rs at large pT the hard tail of the transverse-momentum distribution becomes more sensitive to the scale
choice. The lower plots of Figure 22 displays the POWHEG result obtained using h = MH/1.2. Notice
that in this way the large-transverse-momentum tail becomes very similar to the MC@NLO result. The

10In the MC@NLO language, these are called S and H events, where S stands for standard, and H for hard.
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Rs
enters in the Sudakov form factor �s(pT (�))

Rf = R�Rs

Rs / ↵s

t
Pij(z)B(�B)

MC@NLO POWHEG

the universal collinear splitting function is used
in the Sudakov

the full matrix element R is used only in the regular part

the scale h (introduced in the Higgs gluon fusion code)
divides low from large ptV values

at low ptV, R tends to its collinear approximation
at large ptV the damping factor suppresses R in the Sudakov

● the two approaches exactly agree at NLO-QCD,   they differ by higher order corrections

the virtuality of the first, hardest emission is analogous to the resummation scale in DYqT, different event by event

a choice of h that mimics a NLO+NNLL shape must be supplemented by a study on the systematics obtained by varying h 

different choices for Rf, combined with the cross section unitarity constraint, may lead to an uncertainty band on ptH
28
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matching at the crossing point between resummed and fixed order results

● Finite order: part of the NNLO results
   lepton spin correlation at NLO
● Resummed term W at NNLL 
   for Sudakov factor and non-collinear pdfs
● Two representations of the 
   hard-vertex function H

Matching NLO calculations with resummation: ResBos
Landry, Brock, Nadolski, Yuan, Balazs
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On-going benchmarking study within the LHC-EWWG

● the authors of the following codes are actively participating to this study
    ·HORACE, RADY, SANC, WZGRAD 
    ·PHOTOS, WINHAC
    ·DYNNLO, FEWZ 
    ·POWHEG (only QCD and QCD+EW)

● in a first phase, technical agreement (same inputs ⇒ same outputs)

   at LO, NLO-QCD, NLO-EW has been reached on differential distributions at better than 0.5% level

● given this common starting point with NLO accuracy,
   we are now exploring the impact of higher order corrections (pure QCD, pure EW, mixed QCDxEW)
         ·corrections available only in some codes (e.g. NNLO-QCD vs QCD-PS)
         ·ambiguities which can not be fixed without an explicit full next-order calculation (e.g. EW inputs)

see http://lpcc.web.cern.ch/lpcc/
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