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• A big effort
– Standard interfaces to Grid storage

• LCGDM, DPM and LFC today
– DMLite

• The Federations
– The Dynamic Federations
– HTTP and Xrootd

• The Clients
– DAV specificities
– DAVIX, FTS3, GFAL2
– TWebFile (ROOT) 

• Conclusion
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A big effort

• EMI provided the context for evolving towards HTTP/DAV
• This has been a starting point to evolve the Grid components 

towards “standard protocols”, in particular HTTP
• dCache, DPM/LFC did, STORM on the way

• All the components now support HTTP/DAV as data access 
protocol

• Our goal is to make HTTP/WebDAV data access and management 
possible in the context of HEP

• Our focus here is to describe the components that we developed to 
support the vision of using HTTP/DAV for HEP computing
– There are several components, some of them belong to joint effort 

projects
– There are many ways in which even simple components can be used in 

a design
– We want to make this possible

3
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What we want

• Build versatile systems using common things
• Access them using common things
• Profit from the work on it, done by a large 

community
• Profit from the next application that uses it

–Even if the authors did not even know about HEP
–Browsers and Aria2 are good examples of this

• Support the sophisticated requirements of HEP
–Let vanilla stuff always work
–Fill the gaps to support our advanced things

4
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Why HTTP/DAV?

5

• It’s there, whatever platform we consider
– HTTP is moving much more data than HEP worldwide

• We (humans) like browsers, they give an experience of simplicity
• Goes towards convergence

– Users can use their preferred devices to access their data
– Users can use their preferred applications to access their data
– Sophisticated custom applications are allowed in the same way

• Interesting technical features
– Multitalented, covers most existing use cases, while allowing new stuff
– Applications just go straight to the data, wherever they are running
– Staging (GET/PUT) or direct chunked access
– Data pre-placement changes from a constraint (LAN-only access) to 

an optimization choice (as WAN access can be made to work well)
• Attractive for a professional to be formed in these systems

Tuesday, November 27, 12



CERN IT Department
CH-1211 Geneva 23

Switzerland
www.cern.ch/it

GT

Nov 2012 - F.Furano - Towards an HTTP ecosystem for HEP data access.

A big effort

• The big effort we mention is related to
– Improvements in the Grid data systems in order to 

support HTTP
– New designs that give the needed flexibility
– Wrappers where needed (e.g. for old APIs)
– Compatibility with the rugged HEP production 

environment
– Smooth evolution from the current production systems
– Focus on the quality of the designs and implementations

• Architectures
• Performance
• Stability
• Maintainability

6
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• Disk storage for the grid, with dCache it covers the biggest part of it
• 36PB

– 10 sites with > 1PB
• Over 200 sites in 50 regions
• Over 300 VOs have access to DPMs
• LFC enjoys wide deployment too

– 58 instances at 48 sites
– Over 300 VOs

DPM today

2 8
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• Current production version is 1.8.5
– https://svnweb.cern.ch/trac/lcgdm/blog/official-release-lcgdm-185

• Fedora compliant for all components, available in multiple 
repositories
– EMI1, EMI2 and UMD
– Fedora / EPEL

• What’s new in general
– EPEL compliance
– new HTTP/DAV frontend (old dpm httpd is gone)
– new NFSv4.1 frontend (read only)
– Modern software stack (DMLite)
– Thread safe clients
– Synchronous get requests
– DB connection pooling is coming...

DPM today

9
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• DMLite is our new plugin based library
• Meets goals resulting from the system evaluation

– Refactoring of the existing code
– Single library used by all frontends
– Extensible, open to external contributions
– Enabled us to easily integrate standard building blocks

• Apache, HDFS, S3, …

Future Proof with DMLite

10
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DMLite: Interfaces

• Plugins implement one or multiple interfaces
–Depending on the functionality they provide

• Plugins are stacked, and called LIFO
–You can load multiple plugins for the same functionality

• APIs in C/C++/Python, plugins in C++ (Python soon)

I/O domainPool domain

PoolHandler

IODriver

IOHandler

Namespace domain

Catalog

INode

PoolManager

PoolDriver

User domain

UserGroupDb

11
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• Standard protocols, standard clients
–HTTP/DAV

• + extras, WAN transfers, 3rd party copy…
–NFS 4.1/pNFS (r/o)
–Xrootd (rewritten)

• Forthcoming
–GridFTP
–Ubiquitous access to grid storage

• Legacy interfaces remain untouched
–No large scale revalidation required

Improved Frontends

12
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• This is where DMLITE shines
– Plugin based, open for constant evolution

• Improved nameserver performance
– Connection pooling, improved SQL, memcache layer, …

• Support for multiple pool types
– Legacy DPM, Hadoop/HDFS, S3, …
– Sharing a single namespace if desired
– Possibility for opportunistic pools

• Federation
– See the following slides 

• And this is the beginning, much more coming
– Python bindings, Lustre, VFS, …

Improved Backends

9 13
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Frontends: HTTP / DAV

• Frontend based on Apache2 + mod_dav, using DMLite
• Supports all the historical features, mapped to DAV

–We implemented the old Cns API on top of DAV, no need to 
change the applications

• Can be for both get/put style (=GridFTP) or direct access
–Some extras for full GridFTP equivalence

• Multiple streams with Range/Content-Range
• Third party copies using WebDAV COPY + Gridsite Delegation

–Random I/O
• Possible to do vector reads and other optimizations

• Metalink support (failover, retrial)
• With 1.8.4 it is already DMLite based

https://svnweb.cern.ch/trac/lcgdm/wiki/Dpm/WebDAV
14
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Performance... Getting there

• Together with our partners (in particular ASGC) we 
run many rounds of performance tests

• The conclusion is that the HTTP data access is 
becoming competitive for the main use cases 
(Xfer, analysis, LAN, WAN)

• Many aspects
–Tuning (Apache+backends in our case)
–Technology

• TTreeCache in ROOT is very important for some use cases

• We summarize here with just a couple of tables
• Please ask if you need more, we may have it 

15
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I/O performance

LAN / Chunk Size: 10k-20k / File Size: 2GLAN / Chunk Size: 10k-20k / File Size: 2GLAN / Chunk Size: 10k-20k / File Size: 2GLAN / Chunk Size: 10k-20k / File Size: 2G
Protocol N. Reads Read Size Read Time
HTTP 500 22,773,112 0.43
HTTP 1000 46,027,143 0.87
XROOT 500 22,773,112 0.39
XROOT 1000 46,027,143 0.78
RFIO 500 22,773,112 136.35
RFIO 1000 46,027,143 274.89

16

Tuesday, November 27, 12



Grid 
Technology

Nov 2012 - F.Furano - Towards an HTTP ecosystem for HEP data access.

Frontends: Hammercloud

• We’ve also run a set of Hammercloud tests
–Using ATLAS analysis jobs
–These are only a few of all the metrics we have 

Remote 
HTTP

Remote 
HTTP 

(TTreeCache)

Staging 
HTTP

Remote 
XROOT

Remote 
XROOT 

(TTreeCache)

Staging 
XROOT

Staging 
GridFTP

Events Athena(s) 11.8 27.9 37.9 10.1 34.8 35.4 38.7

Event Rate(s) 11.5 26.8 24.2 9.9 33.1 17.7 24.2

Job Efficiency 1.0 0.994 1.0 1 0.99 0.999 1.0

17
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HTTP support in GFAL2 + FTS3

• We've demonstrated that HTTP WAN transfers have 
the necessary performance

• Enabled 3rd party transfer on DPM (and it's coming in 
dCache)
– Currently works in “push mode”, any sink is supported

• We developed a complete client API using HTTP 
(more on this later)

• We’ve integrated HTTP support into GFAL2
– now gfal2 offers a way to integrate HTTP resources easily 

into grid data management in general
• FTS3's HTTP support is based on gfal2's HTTP 

support

18
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SRM still supported

• SRM imposes significant latency for data access
– It has its use cases, it’s a killer for regular file access
– For data access, technically only required for protocols 

not supporting redirection (file name to replica 
translation)

• Direction (available from 1.8.4)
– Keep SRM, suggest it for space management only 

(usage, reports, …)
– Add support for protocols natively supporting redirection

• HTTP/DAV, NFS 4.1/pNFS, XROOTD
• Investigating GridFTP redirection support (seems possible!)

– Refactor the architecture to simplify things

19
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• Clean architecture, cleanly defined plugin structure
• Standards

– Leverage existing components, clients and servers
– Mature ecosystem, shared by other Grid SE providers
– Less maintenance work

• Community
– Guidance by the stakeholders
– Independence from funding cycles
– Now in talks for the creation of a “DPM Collaboration” to drive 

the project post-EMI
• In discussions with

– GridPP (UK)
– WLCG France
– Taipei (WLCG Tier 1 using DPM)

Why “DPM future proof”

20

Tuesday, November 27, 12



CERN IT Department
CH-1211 Geneva 23

Switzerland
www.cern.ch/it

GT

Nov 2012 - F.Furano - Towards an HTTP ecosystem for HEP data access. 21

Outline

Tuesday, November 27, 12



CERN IT Department
CH-1211 Geneva 23

Switzerland
www.cern.ch/it

GT

Nov 2012 - F.Furano - Towards an HTTP ecosystem for HEP data access. 21

Outline

• A big effort
– Standard interfaces to Grid storage

• LCGDM, DPM and LFC today
– DMLite

• The Federations
– The Dynamic Federations
– HTTP and Xrootd

• The Clients
– DAV specificities
– DAVIX, FTS3, GFAL2
– TWebFile (ROOT) 

• Conclusion

Tuesday, November 27, 12



CERN IT Department
CH-1211 Geneva 23

Switzerland
www.cern.ch/it

GT

Nov 2012 - F.Furano - Towards an HTTP ecosystem for HEP data access.

Clusterize & Federate

• We have seen in the years the importance of clustering 
storage nodes
– A recommendation of the WLCG Technical Evolution Groups
– Make a big storage out of several smaller ones
– Distributed FS do a similar thing (e.g. Lustre, GPFS, ...), limited to 

a LAN
• We tend to call “federations” forms of loose clustering of 

Storage Elements residing in different sites
• These have been implemented sometimes with SQL DBs 

(e.g. the historical LFC with its private client) and glue code
• Sometimes else embedded in the technology (e.g. Xrootd 

metamanagers, p2p networks, most clustered file systems)
• CMS and ATLAS are deploying worldwide federations to 

improve their computing models
– AAA and FAX, both based on the XROOTD framework

22
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Federating storage

• Federating storage means giving to the storage system the 
responsibility of giving an efficient answer to the query “where is 
file X”
– Should be fast, not prone to overloading
– Should reflect where X really is
– Static location indexes (DBs) have shortcomings

• Federations still give the possibility of storing locations in 
indexes
– Good for bookkeeping, always useful, why not?
– Semantically this would be the list of the supposed locations of a file
– Can be an useful input to the dynamic location task

• A more dynamic federation system would provide the list of the 
locations that are valid in this moment

• Job and user access will prefer this
• There are ways to make this more efficient and practical than DBs alone

23
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/dir1/file1
/dir1/file2

Storage/MD endpoint 1

/dir1/file2
/dir1/file3

Storage/MD endpoint 2

The basic idea
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/dir1/file1
/dir1/file2

Storage/MD endpoint 1

/dir1/file2
/dir1/file3

Storage/MD endpoint 2

/dir1
/dir1/file1
/dir1/file2
/dir1/file3

AggregationWe see this
(modulo name 
translations or 
more complex 
paths)

All the metadata 
interactions are 
hidden

NO persistency 
needed here, just 
efficiency and 
parallelism

With 2 replicas

The basic idea
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Federations

• Federating storage is related to giving WAN seamless access 
with thin, standard clients
– without the need of switching communication protocol 

• A single entry point for a federation of endpoints that speak 
the same data protocol
– The metadata protocol can be different in principle
– “lonely” storage clusters (e.g. dCache, DPM, plain HTTP servers, 

clouds, caches, etc.)
– site/VO catalogues (e.g. LFCs) indexing their isolated storage 

elements
• Make it dynamic

– The task of federating is done on the fly, just communicating with the 
endpoints or their metadata indexes

• This entry point knows its endpoints, can redirect clients to them, 
it can merge and present their metadata to clients (browsing)

25
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Clusterize & federate

• Things that make the difference:
–Data access protocol (what clients see)

• Native support for redirections shields apps from supporting 
the protocol or juggling clients and glue code

• Usable (=Good performance and robustness) over WAN
• Support for direct data access and metadata access

–Clustering control protocol (how servers talk to each 
other)
• Getting information dynamically from the endpoints (versus 

accessing a kind of static file catalogue)
• Support for clustering via WAN

26
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Clusterize & federate

• One element in the HTTP ecosystem is the 
potential of doing this WAN loose clustering, that 
we often call “federations”

• Our answers that make the difference are then
–HTTP is a good data access protocol. Any browser 

supports the three points:
• Native support for redirections
• Usable (=Good performance and robustness) over WAN
• Support for direct data access and metadata access

–HTTP can also be used as a clustering control 
protocol.
• We can federate HTTP and DAV servers on the fly

27
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Dynamic Federations

• Cooperating with the dCache team we started the Dynamic 
Federations project

• The goal: Being able to federate any source of useful data or 
metadata

• The main ideas
– No strange APIs, everything looks “banal”
– Focus on HTTP and DAV
– Participate in the HTTP HEP ecosystem that is growing now
– Build dynamic systems that are easy to setup/maintain:

• no complex metadata persistency
• no DB babysitting (keep it for the experiment’s metadata)
• no replica catalogue inconsistencies, by design

– High performance browsing and redirection
– Design an open system, based on runtime plugins
– Try to optimize choices by using clients’ proximity or other sources of 

information

28
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Vision: Everything Everywhere

• Goal: federate whatever can provide useful, fresh metadata and is 
able to speak HTTP with the clients
– Federate friend sites, making them share storage clusters
– Federate third party outsourced HTTP/DAV servers (also clouds)
– Federate several experiment’s DBs (e.g. two LFCs), also considering 

what’s in the caches worldwide
• Transparent, direct access to the official replicas AND the cached ones as well

– Official Storage Elements, dCache, DPM, LFCs, catalogues...
– Fast changing cached data (i.e. SQUID-like things, not registered in any 

catalogue, or like NIKHEF’s Grid proxycache prototype)
– plain HTTP/DAV-based servers

• Base everything on open ‘just works’ technologies
• Make it adaptable to computing models

– Clients may use site-local SE as a preference, give the freedom to point to 
an efficient and reliable global federation

– Optimize redirections based on on-the-fly client-data proximity
– Avoid inconsistencies, just looking at where the files are now.

29
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Dynamic Federations

• We federate (meta)data repositories that are ‘compatible’
– Name space (modulo prefix translation)
– Permissions (they don’t contradict across sites)
– Content (same key or path+filename means same file [modulo translations])

• Metadata is discovered dynamically and transparently
– Acquire metadata on the fly directly querying the federated endpoints 
– Looks like a unique, very fast file metadata system properly presenting the 

aggregated metadata views
– Can naturally detect endpoints that become not accessible
– Redirecting clients to the geographically closest endpoint that works
– Cache metadata to get high browsing performance

• As a plus: can be used by client tools that everybody knows
–  Focus on HTTP/DAV, we can use it from a smartphone
– Very rich ecosystem of applications that we are even not aware of

30
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• Technically TODAY we can aggregate any number of
– dCache DAV/HTTP instances
– DPM DAV/HTTP instances
– LFC DAV/HTTP instances
– Cloud DAV/HTTP services
– Native LFC and DPM databases
– Can be extended to other metadata sources

• Limit complexity: read only (by now)
– Usually writes happen to well-known, close islands

• The system also can load a “Geo” plugin
– Gives a geographical location to replicas and clients
– Allows the core to choose the replica that is closer to the client

• The one that’s available uses GeoIP (free, sufficiently 
precise)

Dynamic Federations

32
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• We have a stable demo testbed, using HTTP/DAV
– Federator head node in DESY: http://federation.desy.de/myfed
– Federating a number of endpoints. This list changes, as we agree on 

what to federate:
• a DPM instance at CERN
• a dCache instance in DESY
• a Cloud storage account by Deutsche Telecom
• two endpoints in LBNL
• my public Dropbox folder (!!!)
• Will be nice to throw in the ATLAS or LHCb LFCs, just to test

• The feeling it gives is surprising
– Metadata performance is in avg much higher than contacting the 

endpoints
• We see the directories as merged, as if it were only one system
• Beware, endpoints enforce their security rules, you need to be 

authorized in some of them
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Demo - things to try

34

• 10K files are interleaved in a 4-levels deep directory
– /myfed/dteam/ugrtest/interleaved/
– Oddly-numbered files are at CERN
– Evenly-numbered files are at DESY

• 10K files have 2 replicas each, at DESY and CERN:
– /myfed/dteam/ugrtest/all/

• One more interesting directory, always with something:
– /myfed/atlas/fabrizio/

• How to know where a file is:
– Click on it and visualize it! Your browser will be pointed to 

the replica that is closer to you.
– Click on the metalink icon and see the list of replicas 

available, in XML form
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System design

• To be usable, such a system must privilege speed, parallelism, 
scalability

• The core component is a plugin-based component called originally 
“Uniform Generic Redirector” (Ugr)

• UGR is a joint project with the dCache folks
– Can plug into an Apache server thanks to the DMLITE and DAV-DMLITE 

modules (by IT-GT)
– Composes on the fly the aggregated metadata views by managing 

parallel tasks of information location
• Never stacks up latencies!

– Makes browsable a sparse collection of file/directory metadata
– Able to redirect clients to replicas
– By construction, the responses are a data structure that models a 

partial, volatile namespace
– Keep them in an LRU fashion and we have a fast 1st level namespace 

metadata cache
• Peak performance is ~500K->1M hits/second per core by now
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Name translations

36

• A sophisticated scheme of name translation is a key 
to be able to federate almost any source of metadata

• UGR implements algorithmic translations and can 
accommodate non algorithmic ones as well

• A plugin could also ask to an external service (e.g. 
an LFC or a private DB)

• The metadata caching keeps the performance high
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Concurrent metadata caching

37

Clients come and are distributed through:
different machines (DNS alias)
different processes through DMLite (Apache config)

Clients are served by the UGR. They can 
browse/stat or be redirected for action.
The architecture is multi/manycore friendly 
and uses a fast parallel caching scheme, 
using no distributed locks
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Dynamic Feds vs XROOTD feds

• XROOTD federations are focused on the “redirection” concept
– Very light and fast at the meta-manager, just redirect clients away as 

soon as possible
• The miss penalty is 5 seconds per jump

– Global listing is implemented in the client, slowish, hiccup-prone
– Some details do not match yet very well with quick geography-aware 

redirections
• e.g. the fact that it caches redirection decisions, not inputs to redirection decisions.
• They can be implemented somehow through a geographical hierarchy

• Dynamic Federations support both the “redirection” concept and 
the “browsing” concept by design
– Cache metadata for the clients, in-memory
– Designed for scalability, performance and features
– Extendable plugin architecture, geography-aware redirection
– Can speak any protocol, our focus in on http-based things
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• A big effort
– Standard interfaces to Grid storage

• LCGDM, DPM and LFC today
– DMLite

• The Federations
– The Dynamic Federations
– HTTP and Xrootd

• The Clients
– DAV specificities
– DAVIX, FTS3, GFAL2
– TWebFile (ROOT) 

• Conclusion
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HTTP and Xrootd

• Many instances of xrootd, not only HEP
– Generally high quality deployments of a high quality framework
– Sometimes very important ones (e.g. CERN with EOS)
– Advanced features: tapes, data movements, monitoring, etc.
– This involves also many other components and groups of people 

using those hooks
• Monitoring of the FAX is a perfect example

• Many instances of http/dav compliant SEs
• Once a site/organization has chosen a framework, changing it 

can be very expensive
– Also quality of service is at risk

• Risk is having islands of protocols within the same community

• How to fit Xrootd-based SEs in the HTTP vision?

40
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Enabling HTTP - Harmonizing

41
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An answer

• An answer could be “use glue code to wrap all 
the clients for the protocols that are needed, 
inside the applications”
–In practice, the client applications would embed all 

the data/metadata clients, and build themselves the 
illusion of some coherency among different APIs and 
systems

• We have already seen this approach

• We can do better and cheaper for HTTP and 
Xrootd...

42
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An XrdHTTP plugin

• ...thinking about an HTTP protocol plugin for the Xrootd framework

• We are evaluating the needed effort:
– Support basic HTTP, DAV with the DM extensions (replicas, etc., see next slides)
– Plug into the framework to use any of its features (e.g. tapes or monitoring) 

without reconfiguring the site or installing complex stuff
– Any Xrootd server will keep its advanced functionalities, PLUS HTTP compliance

– Then add them to your Dynamic HTTP federation if you want
– Let users enjoy, let jobs continue working like before
– Make choice possible for users, through double protocol support

• A newer version of the Xrootd framework will drastically reduce the need for 
code duplication and the effort

• Work in progress... 
• Goal is getting the best from each system or framework and respect the 

choices
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• A big effort
– Standard interfaces to Grid storage

• LCGDM, DPM and LFC today
– DMLite

• The Federations
– The Dynamic Federations
– HTTP and Xrootd

• The Clients
– DAV specificities
– DAVIX, FTS3, GFAL2
– TWebFile (ROOT) 

• Conclusion
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DAV support

• HTTP/DAV is standard in the way it can be used and augmented. This 
means:
– any needed extension or additional protocol header must be supported 

explicitly by server and client
– the most basic “standard client” will always work in the sense that its basic 

features are supported
• can be as little as just GET of a whole file, or PUT of a whole file with no redirection 

support
– I think we all agree that HEP computing needs more

• Common practices and loose agreements on the protocol elements are 
not enough, need to define the things precisely

• We had to define them for DPM/LFC:
– https://svnweb.cern.ch/trac/lcgdm/wiki/Dpm/WebDAV/Extensions

• The next slides just summarize this. Please refer to the wiki for more 
detailed information. 
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DAV support - properties

• A part of the work had to be around properties, in 
order to have a common base

• Where possible, standard, RFC-based fields 
have been used

– E.g.: the property creationdate is the file’s creation date in RFC 3339 
format

• Other properties are a de-facto standard
– E.g.: property executable is used by MS Explorer

• Some properties that are needed for HEP data 
management have been added

– E.g. the property guid is the GUID of a file

46
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HTTP support - semantics

• Another interesting definition is the semantics of the so-called Global 
Data Access
– Carries some state in the URL query

• Servers that do not have the asked resource can redirect simple clients to the next 
server in the chain (a form of failover)

• Simple clients just follow the redirections they get
• Smarter clients can interpret it to implement failover

• Another feature: the support for “metalinks”
– Can describe the set of replicas of a file in a standard way
– Should work out of the box for apps like Aria

• HTTP has other advanced features, accessible by constructing and 
parsing headers/responses
– Security sessions reuse
– Redirection in any request (most clients only support little more than GET)
– Vectored read/write
– pread/prwite

• Even more: support for Third Party Copy, as an extension

47
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HTTP support

• The bottom line is that there is a lot behind...
• Applications will want to benefit from all this

– Including ours

• The support for advanced features in the mainstream clients 
is not very homogeneous
– one case: proxy delegation support

• Forcing apps developers to manually build headers and 
parse responses, and structure their own implementations of 
complex things does not look realistic
– Nor cheap

• We want to ease the adoption of these technologies
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Full-featured client wanted

• Support for all these things had to be encapsulated in a 
good client
– Maybe this had to be a contribution from HEP to the HTTP world
– Feature support in the various clients is sparse
– We can use the standard ones as low-level clients, like 

libNEON, and add our features

• HTTP/WebDAV is a protocol, Data access is an application.
– Users want a tool, not a specification
– Current HTTP tools are designed around generic HTTP 

requests
– Our use case is high performance file access and file 

management
– Web-like browsing is just one use case
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DAVIX

• A POSIX-like API for DAV and HTTP, built on libNEON
• First use case: the metadata discovery of the Dynamic Federations

– Wildly multithreaded, many features, high performance
• Now used also for FTS3 and GFAL2
• File Oriented API :

– Think about files and data, not about HTTP queries.
– Do a simple open/read or opendir/readdir
– Hides XML parsing from the user
– Coherent error codes

• Support for all the specifications that we have mentioned
• Hide apps and users from the complexity
• Implement well encapsulated optimizations

– Session reuse
– Vectored read/write
– pread/prwite
– asynchronous IO

50
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DAVIX features

• Supports redirection in all the primitives
– This is precious, as the basic mainstream clients rarely support it. E.g. redirection on 

PUT or MKCOL
– Full support for clustering now is possible 

• Transparent optimizations:
– Thread-safe session re-use
– HTTP caching facilities 
– HTTP Pipelining ( vectored operations )

• Parallel stream support
• Reliability of data access:

– Transparent failover 
– Automatic retry (Retry-after header field )

• GRID DM specific things:
– Can add semantics for Staging
– Checksum Calculation
– Right management ( chmod, ACL )
– Security: proxy certificate  / voms support

• Third party copy support 
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Small example

• Just to give an idea of the philosophy
• A standalone library for HTTP/DAV-based data 

management
–Brian from CMS interested in having it in this form

• There’s also a C wrapper

52

# setup context
Davix::Context handle;

# setup parameters
Davix::RequestParams params ;
params.setAuthentificationCallback(cert_path, …) ;
Davix::Posix pos(handle);

# execute query
DAVIX_DIR* d = pos.opendir(&params, « my_url »);
struct dirent * dir = pos.readdir(d);
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• A big effort
– Standard interfaces to Grid storage

• LCGDM, DPM and LFC today
– DMLite

• The Federations
– The Dynamic Federations
– HTTP and Xrootd

• The Clients
– DAV specificities
– DAVIX, FTS3, GFAL2
– TWebFile (ROOT) 

• Conclusion
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HTTP and ROOT

• ROOT is a very important application for HEP
• Implements direct data access through HTTP since 

several years
• The feature set is quite basic
• If pointed to a modern HTTP/DAV-based storage 

element
– Just basic things are expected
– Incomplete and slow security support

• Likely there will be demand for supporting all the 
feature set

• Likely there will be demand for supporting the various 
flavors of security
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ROOT: TWebFile/TWebSystem

• TWebFile provides direct data access features 
for ROOT
–Some desired features:

• Grid auth[n/z] protocols: GSI, X509, proxy delegation, pwd
• Auth session reuse (makes a big difference in performance)
• Failover and request retry
• Metalinks can give advanced features to failover
• HTTP 503 response: wait and retry

• TWebSystem provides the metadata features
–In the case of a DAV server there are many features 

that can be given, e.g. file listings or operations on 
files like rm, mv, etc.
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The current status

• We had a couple of chats with Gerri and Dario, plus a more 
official meeting on this, with people from IT-GT, PH-SFT and 
IT-DSS

• Gerri and Dario wanted to rewrite the ROOT TWebFile to add 
their features

• The idea is: why not to support the same features? Likely 
ROOT will be asked for them, triggering a potentially double 
effort

• Consider using the same DAVIX core component 
– And have just one low level implementation of the difficult things

• On the IT-GT side the work to make DAVIX a stable and 
complete POSIX-like API is very advanced
– Would be a component shared by GFAL2, FTS3, UGR and ROOT

• One more work in progress...
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• A big effort
– Standard interfaces to Grid storage

• LCGDM, DPM and LFC today
– DMLite

• The Federations
– The Dynamic Federations
– HTTP and Xrootd

• The Clients
– DAV specificities
– DAVIX, FTS3, GFAL2
– TWebFile (ROOT) 

• Conclusion

Tuesday, November 27, 12



CERN IT Department
CH-1211 Geneva 23

Switzerland
www.cern.ch/it

GT

Nov 2012 - F.Furano - Towards an HTTP ecosystem for HEP data access.

An HTTP ecosystem for HEP

• The work is very advanced. Started in EMI, now an 
active IT project

• Allows using normal applications to interact with 
scientific data repositories and manage them
– Browsers are just a very meaningful example

• Sophisticated apps can rely on sophisticated 
features

• At the same time, same features HEP is used to, 
backward compatible

• Performance is good, will still improve
• Specifications and vision shared and agreed with 

dCache and STORM
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Conclusion

• We showed a series of items belonging to a unique vision
• The vision is the one of an ecosystem that is built on the 

HTTP and DAV protocols
– Must fulfill the requirements of HEP and maybe some HPC
– A very flexible ecosystem, the keyword is interoperability
– Built of high-quality bricks that can be composed

• In the case of DPM, uses Apache as front-end, DMLite as framework
– File catalogues, Storage Federations, Grid Storage Elements, ...

• Most of this is already available in the EPEL distribution
– Can talk to, wrap or federate many other server frameworks 

(e.g. Cloud services, xrootd services, etc.)
– Can talk to HEP applications, Xrootd can join

• We hope you like it as we do
• We would like to cooperate to make it happen
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Contacts & info

• LCGDM Wiki:
– https://svnweb.cern.ch/trac/lcgdm
– Contains links to tech documents, papers, presentations, 

information, etc.

• Some papers:
– DPM: https://cdsweb.cern.ch/record/1458022
– Dyn Feds: https://cdsweb.cern.ch/record/1460525

• Some people to talk to:
– DPM, DMLite: Ricardo Rocha (ricardo.rocha@cern.ch)
– Dynamic Federations: Fabrizio Furano (fabrizio.furano@cern.ch)
– DAV, DMLite: Alejandro Alvarez (alejandro.alvarez.ayllon@cern.ch)
– DAVIX, GFAL: Adrien Devresse (adrien.devresse@cern.ch)
– FTS3: Michail Salichos (michail.salichos@cern.ch)
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