
GridPP Cloud Testbed
The CERN ‘Agile Infrastructure’ project is evidence of a move towards using approaches and 
tools developed in the wider community, bearing in mind the decreasing manpower available to 
maintain and develop custom local resources. The GridPP collaboration is subject to the same 
pressures and so it is proposed to create a Cloud testbed. This will facilitate the assessment of  
how well particle physics jobs run using Cloud resources and will provide experience of using 
Cloud APIs, with a view to the possible use of ‘burst’ capacity from commercial suppliers in the 
future.

The chosen Infrastructure as a Service implementation is OpenStack, an open source project 
which is rapidly growing, has a wide range of contributors and a very active community. While 
the Dell OpenStack reference architecture has been used as a guide for hardware procurement, 
the use of commodity hardware means that a switch to alternative technologies in the future, 
such as Open Nebula, is possible, should requirements change.

The two main components of OpenStack from a user’s point of view are the Nova compute 
engine that manages individual Cloud compute instances and the Swift project that provides an 
object storage facility comparable to Amazon S3.  In order to make the evaluation meaningful, 
both aspects should be available in the testbed.  However, the available funds are not sufficient 
to buy hardware with the necessary resources for both Nova and Swift, in addition to the basic  
administrative and infrastructure services required by OpenStack.  That being the case, the 
Imperial College HEP group, which will be hosting the equipment and running the service, will 
contribute some existing hardware to the testbed. It is hoped that the testbed will form an 
effective proof of concept and has been designed so as to accommodate future expansion. One 
important question to be resolved by using the testbed is how to manage data when using 
Cloud resources and whether this will differ significantly from current methods.

Quotations were obtained from Dell, Viglen and Transtec and the outline uses Dell equipment, 
though at the time of writing a final vendor choice has not been made.



The proposed configuration is shown in the table below:

Function Hardware Price Quantity Total

Chassis Dell C6000 £1,179.36 1 £1,179.36

Admin node Dell C6220 £3,792 1 £3,792

Controller node Dell C6220 £3,792 1 £3,792

Nova compute 
nodes

IC-HEP worker 
nodes1

N/A 4 N/A

Swift object 
storage nodes

IC-HEP storage 
nodes2

N/A 2 N/A

Internal switch IC-HEP 
Provided 

N/A 1 N/A

Subtotal £8,763.36

VAT @ 20% £1,752.67

Grand total 
including VAT

£10,516.03

1 At least 32 compute cores
2 Approximately 20TB, depending on which nodes are available and on the chosen configuration


