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Development of
human resources and skills

Research and Development
in Informatics

What NII provides

Research and education activities of academic community

Ultra-high-speed Network
Infrastructure

Cyber Science Infrastructure (CSI)Industrial and social contributions

User authentication・ Establishing research groups
Authentication

in HPCI VPN

Academic Resource Sharing
・Academic/Scholarly Database
・Collaboration Support
・Computing Resource (HPCI)

International contributions

Collaboration
and

Promotion

As a Inter-University Research Institute Corporation for higher education under the 
MEXT (Ministry of Education, Culture, Sports, Science and Technology) of Japan 

Access Federation
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Science Information Network (SINET)
 Academic backbone network for more than 700 universities and research institutions 

and more than 2 million users.
• SINET4 covers all 47 prefectures. 
• SINET4 covers 100% of national, 80% of public, and 55% of private universities.
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National
universities

Public
universities

Private
universities Colleges

Inter-
university 
research 
institutes

Others Total

Number of 
organizations 86 62 312 117 16 176 769

Number of 
connections 124 72 363 127 18 232 936

(As of March 2012) 

： Core node 
： Edge node 

： Core line (40 Gbps)
： Core line (10 Gbps)

： Edge line (2.4 Gbps)

： Edge line (40 Gbps)
： Edge line (10 Gbps)

To Los Angeles

To New York

To Singapore
To Washington D.C.



Advanced Infrastructure for Research and Education

 Facilitating nationwide resource-sharing of cutting-edge experimental devices, super-
computers, and other research resources.

 Fostering secure collaboration among user organizations by high-performance VPNs.
 Promoting cloud computing services and upper-layer services.
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International FacilitiesDomestic Cutting-edge FacilitiesCloud Computing Services

Academic 
Cloud Services

Service Platform

LHD

eVLBI HPCI

Univ.

Univ.

Secure Collaboration 
by VPNs

Research Inst.

ITERLHC

ALMABelle

Earthquake
Sensors

Sping-8

J-PARC Belle II

eVLBI

Collaboration
by International Lines

Academic Information Circulation
by Cloud Environment

Univ.

Fine Traffic Control
by SDN

VPN, SDN, Identification, ...

Big Data
Analysis
Services

Cloud 
Computing 
Services

Databases

Open Access

Collaboration

Nationwide Resource Sharing



TWAREN

Infrastructure for International Research Projects

 SINET supports many international research projects by its international lines (three 10-
Gbps lines to U.S.A. and one 10-Gbps line to Singapore) in collaboration with its 
partners such as Internet2, GÉANT, TEIN, and so on.
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Singapore

Washington DC

New York
SURFnet

RENATER

NORDUnet

TEIN3/4

AARnet

ESnetCalREN
MAN
LAN

WIXLos Angeles

GÉANT

CAnet4

TokyoOsakaTokyoOsaka

： International line (10 Gbps)
： SINET node 

Internet2Pacific
Wave

Santiago

RedCLARA

REUNA

eVLBIBell II

ITERLHC

ALMA

AMS

FRA

LHCONE/ITER via Geneva HK



SINET4 Services

Service Menu Status Note

Layer-3 
Service

Commercial Internet access  Via IXs and global ISPs

IPv6  Native/dual-stack/tunnel

IPv4 full-route information 

IPv6 multicast (+QoS) 

Application-based QoS 

L3VPN (+QoS) 

Layer-2 
Service

L2VPN/VPLS (+QoS)  Fastest growing service

L2VPN/VPLS on-demand Planned For several projects

Layer-1 
Service L1 on demand 

Over 1,000 paths were  
setup/released so far

Other  
Service

Performance measurement 

Traffic measurement 

Private Cloud support 

 SINET4 needs to provide the following variety of multilayer network services.

6
VPN: Virtual Private Network



Usage Example in High-Performance Computing

 High-Performance Computing Infrastructure (HPCI) project enables nation-wide researchers to 
share supercomputers including K computer and huge data storages through high-speed SINET.

XE6 (300.8 Tflops, 59 TB)
GreenBlade8000 (242.5 Tflops, 38 TB)
2548X (10.6 Tflops, 24 TB)

Sapporo

Tokyo

Kanazawa
Fukuoka Hiroshima

Osaka Nagoya

Hokkaido Univ.

Tohoku Univ.
Sendai

Tsukuba Univ.

Tokyo Inst. of Tech.

Univ. of Tokyo

Kyushu Univ.

Kyoto Univ.
AICS

FX10 (181.6 Tflops, 24TB)
CX400 (510.1 Tflops, 184.5 TB)
SR16000 L2 (25.3 Tflops, 5.5TB)

SR16000/M1 (172 Tflops, 22 TB)
BS2000 (44 Tflops, 14 TB)

FX1 (30.72 Tflops, 24TB)
HX600 (25.6 Tflops, 10TB)
M9000 (3.84 Tflops, 3TB)

SX-9 (16 Tflops, 10TB)
SX-8R (5.3 Tflops, 3.3TB)
PC Cluster (6.1 Tflops, 2.0TB)

SX-9 (29.4 Tflops, 18TB)
Express5800 (1.74 Tflops, 3TB)

T2K (95.4 Tflops, 20TB)
HA-PACS (802 Tflops, 34.3 TB)
FIRST (36.1 Tflops, 1.6 TB)

FX10 (1.13 Pflops, 150TB)
SR16000/M1 (54.9 Tflops, 10.94 TB)
T2K (140 Tflops, 31.25TB)

Tsubame 2.0 (2.4 Pflops, 100 TB)

K computer (11.28 Pflops, 1.27 PB)

Nagoya Univ.Osaka Univ.
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Source: University of Tokyo



Japan Meteorological Agency Earthquake Research Institute,
Tokyo Univ.

Kyushu Univ.

Nagoya Univ.

Tohoku Univ.

Kyoto Univ.

Kagoshima Univ.

Kochi Univ.

Hirosaki Univ.

Hokkaido Univ.

Hiroshima Univ.

JAMSTEC

Nagasaki Univ.

Wakayama, 
Hiroshima

Kanazawa Univ.

: Earthquake data collection 
and  distribution device

: SINET access line

: Other lines

JDXnet

 This project shares the data measured at each sensor by using SINET VPLS broadcast 
capabilities in order to determine the mechanism of the earthquakes.

Usage Example in Seismology

Source: the Univ. of Tokyo
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Large Helical 
Device (LHD)

NIFS’s data collection 
system for LHD

Usage Example in Nuclear Fusion Science
 Large Helical Device (LHD) and its measure data are shared among universities and NIFS 

through SINET VPN, and the data volume has been increasing.
 Rokkasho-mura, the remote site of ITER, is open for supercomputer simulations.

ITER
2005 20182002

QUEST (Q-shuUniv. Exp. with 
Steady- State Spherical Tokamak)

Tokyo Univ.

Kyoto Univ.

Kyushu  Univ.

ITER in France

ITER remote site
(Rokkasho-mura)

QUEST data

LHD data

Source: National Institute for Fusion Science (NIFS)

ITER data
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Yamaguchi
32m

Tsukuba
32m

Tomakomai
11m

8.4Gbps

: Access line (10GE)
: On-demand layer-1 path

 Astronomical eVLBI transfers huge amounts of measured data (over 8 Gbps) by using 
on-demand layer-1 paths which are established between remote antennas and NAOJ.

Usage Example in Astronomy

Source: National Astronomical Observatory of Japan (NAOJ)

Yamaguchi 
Univ.

NIFS
in Gifu

NAOJ
in Tokyo

Hokkaido Univ.

KEK
in Tsukuba

Gifu 11m

Destinations, duration, bandwidth 

* VLBI: Very Long Baseline Interferometry

8.4Gbps

8.4Gbps

8.4Gbps

Celestial object
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SINET L1OD
Quasi-stellar object imaged by eVLBI



Usage Example in High-Realistic Communication Research

 t-Room ― a room-sharing video system that allows people at different sites to feel as if 
they are in the same room ― needs bandwidth of 300 Mbps and small delay variance 
for 8 high-definition videos, voices, and control signals.

NTT
Atsugi

Room 1
Room 2

Room 3

KeihannaDoshisha
Univ.

“Monolith” Building Module:
side view (left) and 

front view (right).

195 cm 142 cm

47 cm

65’’ LCD PanelPC
s

HDV Camera

Effective Screen 
Size:
142 cm x 80 cm

Pathway

65’’ LCD Panel

HDV Camera

3.0 m

Monolith

11

Source: Doshisha University

SINET
L1OD



Usage Example in High-Energy Physics
 High-energy physics needs a very-high-speed network with VPN capabilities in order to 

securely transfer large amounts of data between research sites.
• Belle experiment used SINET L3VPN to share measured data. “Belle II” will start in 2015.
• ATLAS experiment for Large Hadron Collider (LHC) in Switzerland needs International 

collaboration through SINET international lines in order to globally share measured data.
Source: High Energy Accelerator Research Organization (KEK)

KEK

Osaka Univ.

Nagoya Univ. Tokyo Univ.

Tokyo Institute 
of Technology 

Tohoku Univ.
SINET L3VPN

Belle Measuring Device for KEKB

ATLAS Measuring Device for LHC
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SwitzerlandTsukuba

CP Violation

Higgs Particle



Usage Example in Geodesy
 Geodesic eVLBI forms a global virtual telescope through international collaboration 

and monitors plate motions, locates Japan's position in the world, and monitors the 
orientation of the earth.

Source: Geographical Survey Institute
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Distance between two countries,
Combination with GPS,
Speed of the earth’s rotation, …



Credit: ALMA (ESO/NAOJ/NRAO) 

Usage Example in ALMA Telescope
 The ALMA project is a global partnership of Europe, North America and East Asia (led by Japan) 

in cooperation with Chile to operate a ultra-high performance radio telescope consisting of 66 
high-precision antennas. The Initial operation started by using 16 antennas in September 2011.
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Tokyo

NewYork
LosAngeles

MiamiTijuana

Panama

Santiago
SaoPaulo

SINET

PacificWave

RedCLARA

SINET

Atacama Desert 
(5000 meters)

Source: National Astronomical Observatory of Japan (NAOJ)

REUNA

ALMA: Atacama Large Millimeter/submillimeter Array

ALMA Artist’ s View

R Sculptoris

Unexpected Spiral Structure

AtlanticWave



Usage Example in Super Hi-Vision
 Experimental transmission of Super Hi-Vision (which has 7680 x 4320 pixels, 16 times 

higher than standard Hi-Vision) was done between London and Tokyo on August 2012.
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Washington D.C.

Amsterdam

Frankfurt

NTT NHK

BBC
NYC

Source: NTT Laboratories

Seattle
London



Facilitation of “Private Cloud”

 Universities can economically construct “Private Cloud” environment with SINET.
• NII allows cloud service providers who support universities’ activities to directly 

connect to SINET4.
• In principle, each university uses L2VPN in order to connect its campus LAN to 

service provider’s equipment.

University A Commercial Data Center
of Cloud Service Provider

Cloud Service
for Univ. A

Cloud Service 
for Univ. BUniversity B

L2VPN

(As of March 2013) Nine Companies
CTC, IIJ, UQ Communications, 
NTT Communications, NTT Data 
Kyushu, NTT SmartConnect, 
DataHotel, Fujitsu
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Multilayer Network Service Provision
 SINET4 provides a variety of multilayer network services on a single network platform.
 It forms virtually separated service networks for each service group, in order to allow 

each network service to grow independently and to avoid any instability due to 
functional upgrades or failure recovery actions of co-existing network services. 

Internet (IPv4/IPv6 dual stack)

L3VPN

L2VPN/VPLS

VPN for Nuclear fusion research
VPN for Grid computing research

VPN for Earthquake research
VPN for High-energy physics research

L1 on-demand
L1 for for e-VLBI research

L1 for High-realistic sensation research

VPNs for individual 
research projects

Virtual service network
for each service

L2 on-demand

New projects



Technical Design of SINET4

 SINET4 combines advanced networking functions in order to provide multilayer 
network services with dynamic resource assignment. On-demand control servers 
were developed for dynamic layer-1/2 paths and flexible bandwidth assignment.
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IP router
IPv4/IPv6

L3VPN

L2VPN 

L2OD 

L1OD
L1 switch L1 switch

data IP

data Ether
(user)

Ether
(user)

data IP

data Ether
(user)

Ether
(user)

VLAN
(user-c)

VLAN
(user-a)

L3

L2

L1

L2 MUX

STM256/STM64STM256/STM64/STM16

User side

Edge node Core node

data IP Ether
(user)

data Ether
(user)

L1VPN

L2VPN

L3VPN

L2OD

IPv4/IPv6

data Ether
(user)

VLAN
(user-d)

data IP Ether
(user)

VLAN
(user-b)

FE/GE/10GE

GE/10GE

Hitless bandwidth 
control by LCAS

data IP

data IP

data Ether
(user)

VLAN
(user-d)

data Ether
(user)

VLAN
(user-c)

Ether
(NW)

Ether
(NW)

VLAN
(LS-3)

VLAN
(LS-1)

Ether
(NW)

VLAN
(LS-4)

Ether
(NW)

VLAN
(LS-2)

10GE10GE

VLAN
(user)

VLAN
(LS): VLAN-ID for user : VLAN-ID for logical system

Path for L2/L3 service Path for L2/L3

GFP&
VCAT

MPLS
(VPN)

MPLS
(NW)

MPLS
(VPN)

MPLS
(NW)

MPLS
(VPN)

MPLS
(NW)

: Logical system

On-demand
control
server

Setup by GMPLS



Design for Layer 1/2 On-demand Services

L1OD

Ethernet

IP

Control and management plane

L1 SWL1 SW

L1-OPS

 SINET provides L1 on-demand (L1OD) services, where users can specify the destinations, 
duration, bandwidth, and route option via Web pages.

 L1OD server receives user requests, performs path calculation, and triggers L1 path setup.    
It also triggers L1 switches to do LCAS operation as needed. 

 SINET also provides L2 on-demand services with Application Programming Interface. 

L1 path set up by GMPLS

User

TL1

CORBA

L1 SW L1 SW

IP router L2 MUX

NETCONF

Path for L2/L3 services (LCAS enabled) 

L1on-demand
server

L2 on-demand
server

L2OD L2OD
data Ether data EtherVLAN data EtherVLAN MPLS EtherVLAN data EtherVLAN data Ether

IP routerL2 MUX

Destinations, duration, bandwidth, & route option

Scheduling

Path control

Route 
calculation

Resource 
management
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API



Impacts of Great East Japan Earthquake
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Sapporo

Tokyo

Kanazawa Yamagata

Hirosaki

Koriyama

Sendai

Sapporo

Tokyo

Kanazawa Yamagata

Hirosaki

Koriyama

Sendai

epicenter

Earthquake

 SINET4 did not stop the service operation thanks to its reliable network design.
• Nodes were not damaged and continued to work even in areas where the blackout 

lasted for long periods of time (96 hours in Sendai).
• Lines were severely affected, but the backbone could keep the routes by surviving 

secondary circuits between arbitrary nodes; and none of areas was not isolated.

： Core line (primary)

： Edge line (primary)
： Edge line (secondary)

： Core line (secondary)

Before After

96h

17h

28h

： Blackout

Pacific Ocean

Japan Sea
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Thank you very much!


