How DPD job submission is done and the

issues involved
Rob Henderson - Lancaster University

The broad outline of the current procedure

1)The list of current requests is scanned to determine what type of request they are complete or
often need the datasets placing into the request by the submitter, sometimes the tags are not known,
or new tags need to be created by the submitter and then according to the following types

*single stage (largely MC type production)

*Multiple stage (data production), can be 2 or 4 stage.
*A correction to or additional datasets added to the task.
*A request for action on tasks already in prodsys.

A relevant list is recorded of a single category and the each request of a given type is processed
Through the tool by typing in the task id then
1)Data is taken directly from the savannah request web page via php read.

2)The web page strings are searched for the required information. These include tag, author, and
datasets but they can be declared in multiple places. Mistakes can be made in these definitions by the
submitter or they many not know the information and it needs to be added. Currently three different
sources of dataset are allowed embedded in comments, afs files, attached files. Often they are
multiply defined and this has to automatically allowed for sono duplication occurs.



How it is done by stage: 1 (preparation)
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How it is done by stage: 2 (configure script)

The ticket number is inserted
and when create script is
selected these data are
automatically inserted into the
appropriate template scrip
determind by the project and
group parameters. The
accumulate mode is selected to
submit the two tickets together.
ize is given for the tasks.
Create script creates a

mporary instance of the script.




How it is done by stage: 3 (make script)

apd then launched

12_8TeV.147027.AlpgenPythia_Auto_P2011C_WenuNp2.mdrge .ROD.e1879_s1581_s1586_r3658_r3549
mcl2_2TeV.147028.AlpgenPythia_Auto_P2011C_WenuNp3.mdlrge .AOD.el879_s1581_s1586_r3658_r3549
ds:mcl2_ 8TeV.147029.AlpgenPythia_ Autc_P2011C_WenulNp4.m@irge.AOD.el879_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147030.AlpgenPythia_Auto_P2011C_WenuNpSinffl.merge.AOD.e1879_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147033.AlpgenPythia_Autc_P2011C_WmunuNpO.jerge.AOD.el880_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147034.AlpgenPythia_Auto_P2011C_WmunuNpl.Jerge.AOD.el1880_s1581_s1586_r3658_r3549
ds:mcl2_ 8TeV.147035.AlpgenPythia_Autc_P2011C_WmunuNp2.erge.AOD.el880_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147036.AlpgenPythia_Auto_P2011C_WmunuNp3 Jrerge.AOD.el880_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147037.AlpgenPythia_Autc_P2011C_WmunulNp4 gmerge.AOD.el880_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.1470328.AlpgenPythia_Auto_P2011C_} cl.merge.AOD.el1880_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147041.AlpgenPythia_Auto_P2011C_WtaunuNpfl.merge.ROD.el881_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147042.AlpgenPythia_Auto_P2011C_WtaunuNpf.merge.AOD.el881_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147043.AlpgenPythia_Autc_P2011C_WtaunulNpf.merge.AOD.el881_ s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147044.AlpgenPythia_Auto_P2011C_} .merge.ACD.el881_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147045.AlpgenPythia_Autc_P2011C_WtaunulNpgl.merge.AOD.el881_s1581_s1586_r3658_r3549
ds:mcl2_8TeV.147046.AlpgenPythia_Auto_P2011C_WtaunuNgbincl.merge.AOD.el881_s1581_s1586_r3658_r3549
comment:group production JET/MET
group:GR_JETMET
owner:toshi@cern.ch
tag:pl344
priority:800
events_per_job:10000
num_events:all
ram:2000
total_num genev:-1
project:mcl2_g8TeV
project_mode:spacetoken=ATLASDATADISK;destination=MPPMU_PERF-JETS
formats:NTUP_JETMET
ds:mcl2_8TeV.147806.PowhegPythia8_AU2CT10_Zee.merge.AOD.ellé69_d771_r4294_r3549
ds:mcl2_ 8TeV.147807.PowhegPythia8_ AU2CT10_Zmumu.merge.ROD.ell69_d771_r4294_r3549
ds:mcl2_ 8TeV.147910.Pythia8_ AU2CT10_jetjet_JZOW.merge.AOD.ell26_d771_r4294_r3549
ds:mcl2 8TeV.147911.Pythia8 AU2CT10_jetjet_JZlW.merge.ROD.ell26_d771_r4294_r3549
ds:mcl2_ 8TeV.147912.Pythia8 AU2CT10_jetjet_JZ2W.merge.AOD.ell26_d771_r4294_r3549
ds:mcl2 8TeV.147913.Pythia8 AU2CT10_jetjet_JZ3W.merge.ROD.ell26_d771_r4294_r3549
ds:mcl2_ 8TeV.147914.Pythia8 AU2CT10_jetjet_JZ4W.merge.AOD.ell26_d771_r4294_r3549
ds:mcl2 8TeV.147915.Pythia8 AU2CT10_jetjet_JZSW.merge.ROD.ell26_d771_r4294_r3549
ds:mcl2_ 8TeV.147916.Pythia8 AU2CT10_jetjet_JZéW.merge.AOD.ell26_d771_r4294_r3549
12 8TeV.147917.Pythia8 AU2CT10_jetjet_JZ7W.merge.AOD.ell26_d771_r4294_r3549




The_launch button is clicked and

e temporary list file is automatically
copied to a uniquely identifiable name
in a web served directory. The id
numberis automatically calculated
*om the presence of other files names
but can be overridden.

mci2_8TeV

; ”' ‘i’ask Name :
Output Formats

mc12_8TeV.000629.group_MERGE _list.merge.p1344_p1344
NTUP_T
First File Number in Input Dataset
Total Input Files
Transformation : Reco_trf.py
Transformation Version : 17.27.5.3
‘Transformation cache AtizsPhysk
NONE
NONE
none
NONE
latest
NONE
everything
none
NONE
NONE
NONE
NONE
NONE
from i ingFlags import i i Calibrati BTagCalibALL-07-02"
NONE
NONE
NONE
NONE
10
17.27
Total Number Generated Events 1
T h d | h Total Number Of Output Events 1
e pa n a a u n C SC ree n Number Of Events for Output File 1
. . Task Priority 750
is then automatically Pt opersin ode =
Comment (Physics Long) group_MERGE_list
Requested by : r.henderson@lancaster.ac.uk
appears for the correct emow
p p Provenance: ATLAS, Group or Extended ©® ap O 6p O xp

file and the launch is SAME o BC
completed. ' —




How it is done by stage: 5 (recording /informing)
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More complex cases : 5 (editing the tickets) !

The various other buttons and boxes allow editing
correction additions to the original ticket and control
of how it is interpreted.

>This controls whether multiple sources of datasets
are combined

>The ticket is divided into comment blocks this
controls which parts of the ticket are enactioned.

Group Production Tickets

PROCESS INDIVIDUAL TICKETS
TICKET NUMBER
42173

combine inputs. yes

original only: 9 yes no exclude original exclude below comment exclude outside range Start: End:
accumulate mode: Q) on off

datamerging mode: on 9 off pTAG newTag newFormat

ram: 2000  ram 2000  rem2

reprocessigg: search format

>This controls if the ticket are submitted singly or accumulated
together

>This control enables two stage data and merging list files
automatically to be generated together

>This allows the template RAM parameter to be overridden.

>This allows the input format to be changed so that the events per job
parameter which is automatically calculated for each dataset can be
overriden in four stage production.

EDIT SCRIPT
Edit Script

EDIT ACCUMULATED SCR
Edit Accumulated Scri

LAUNCH SCRIPT
Launch Script



Two stage data + merging : 6

® [

» When the data+merging mode is chosen the script and
merging script are created at the same time and launched as
scripts one and two with the small control on the second script
as the first. The accumulate mode also works in this data
merging mode mode.

» The original tag is taken from the ticket but this field here is

Edit Accumuleted SecongfScript used to define the merging tag.

Launch Scri

< -

Edit Second Script

Lzunch Second Scrigh

Find Launched Task For Tag p1344

o mme o



Four stage stage data + merging : 7
(AOD-DAOD-NTUP-NTUP MERGING)

' dn be achieve from the original ticket from the AOD files
Stly the two stage list files are launch (AOD-DAOD-merged)

hen these boxes are used to defined the intermediate format
and new tag and new merging tag.
(DAOD->NTUP->NTUP merged)

L=unch Second Script

Find Launched Task For Tag p1344

o e o



Handling multiple formats and projects and events per job

For each of these cases currently these different requests require
the list files to be produced in turn with each separately

processed and presented as separate sequential files. The current
launcher does this automatically processing each of these type in

order automatically. Of course the prosys system could be
changed such that these things can be define for each dataset

separately rather than them having to be in blocks as at present.




The events per job parameter

Very important and difficult point

42172

r—— " The events per job used to be taken from the template file but
- after 2012 reprocessing is could either have been 1000 or 10000

et S and it was necessary to implement a table that enabled this to be
T — determined per dataset requested. Two separate list files have
LAUNCH SCRIPT then to be created and later merged for each case.

L=unch Script

This field allowed the format in the original ticket to be overiden
in cases for multi stage production.

EDIT SECOND SCRIPT
Edit Second Script

EDIT ACCUMULATED SECOND SCRIPT

Edit Accumulsted Secand Script THIS IN ITSELF WAS NOT DIFFICULT FOR ME TO IMPLEMENT VIA A
A S ON SCRIET SIMPLE KEYED ARRAY BUT HOW DO YOU PROPOSE TO ALLOW
— THE FACILITY TO ALLOW FOR THIS TYPE OF EXTRACPROCESSING

e e e OF THE TICKET WITHIN A GENERALISED FRAMEWORK?WITHOUT

FIND TASK ACTIVE JOB NUMBERS

THIS FACILITY THE WORK LOAD WOULD HAVE BEEN
ENORMOUSLY INCREASED AND MISTAKES INEVITABLY MADE.

Find jobid TASKID DELMITER

COMMENT NNDM FRROR FROM I ISTFIF



General facilities (DDM error processing)

2zt Accemaiate2 Seco=m2 Script

LAUNCH SECOND SCRIPT
Lausch Secosd Scrigt
FIND TA 8K NUMEER
Lesnched Tx or Tag pI34s
FIND TA 8K ACTIVE JOE NUMEER 8
onz TAZD caNTR

COMMENT DDM ERROR FROM LISTFILE
[PA §TE DDM ERROR ME & BAQE EELOW

Commant arrors

FIND TA 8 1D FROM DATA SET NAME
[PASTE DAIR 8ETS EELOW

Oheck Txxk Rzt

Very important point and maybe difficult

From duiswingéman 1. Cerr. Crn Mor mMdy 13 LYi1D:43 ZuL

Date: Mon, 13 May 2013 19:58:41 +0200

From: Atlas Ddm <atlswing@mail.cern.ch>

To: r.henderson@lancaster.ac.uk

Cc: atlas.prodsys@cern.ch

Subject: Bulk submission error

This message was generated automatically. Pls do not rep1¥

Can not process tid=1252653 mcl2_8TeV.000500.group_MERGE_list.recon.LIST.p1400 because of following errors
input=mcl2_8Tev.129877.PowhegPythia8_Au2CT10_wz_wm11z11l_m115p0d0_m1130GeV.merge.AOD. €1524_s51499_s51504_r3658_r3549 Instat
no more inputs available, avail=1l1l used=11

input=mcl2_8TeV.129878. PowhegPythia8_Au2CT10_wz_wm11z13_m115p0d0_m1130GeV. merge.AOD. e1524_s1499_s51504_r3658_r3549 Instat
no more inputs available, avail=l1 used=11

input=mc12_8Tev.129879. PowhegPythia8_Au2CT10_wz_wml1z15_m115p0d0_m1130GeV.merge. AOD. €1524_s51499_s51504_r3658_r3549 Instat
no more inputs available, avail=l1 used=11

input=mc12_8TeVv.129880. PowhegpPythia8_Au2CT10_wzZ_wm13zZ11_m115p0d0_m1130GeV.merge.AOD. €1524_s51499_s51504_r3658_r3549 Instat
no more inputs available, avail=1l1l used=11

input=mcl2_8TeVv.129881. PowhegPythia8_Au2CT10_wz_wm13z13_m115p0d0_m1130GeV.merge.AOD. e1524_s51499_s51504_r3658_r3549 Instat
no more inputs available, avail=l1 used=11

input=mc12_8Tev.129882. PowhegPythia8_Au2CT10_wz_wm13z15_m115p0d0_m1130GeV.merge. AOD. €1524_s51499_s51504_r3658_r3549 Instat
no more inputs available, avail=l1 used=11

input=mc1l2_8Tev.129883. Powhegp}l/th'i a8_AU2CT10_wzZ_wm15z11_m115p0d0_m1130GeV. merge. AOD. €1524_51499_51504_r3658_r3549 Instat
no more inputs available, avail=1l1l used=11

1nput=mc12_8Tev.129884.PowhegP*thiaS_AUZCTlO_wz_wmlSZlB_m]15p0d0_m113OGev.merge.AOD.e1524_51499_51504_r3658_r3549 Instat
no more inputs available, avail=l1 used=11

input=mc12_8Tev.129885. PowhegPythia8_Au2CT10_wz_wml15z15_m115p0d0_m1130GeV.merge. AOD. €1524_s51499_s51504_r3658_r3549 Instat

DDM BULK ERROR messages tell the submitted that certain list files wil
ot run either because all the processing possible has already been dot
oNthe datasets does not exist or have any data in. Sometimes the requ
is f&r many hundreds of datasets and the error messages is for a large |
randa@m sample (again hundreds) to sort this by hand can take many he
and is \tery prone to error. This facility allows the error message to be ¢
and pasted verbatim into the text area box and it will that automaticall
comment\out all those with error messages and replace the list file
leaving an uncommented copy behind in case needed. | also does a
comparison to ensure no mistake has been made. VITAL FACILITY!!!!



Useful prodsys/panda extensions

Find task identifiers

120001 (data09_900GeV.00142149.physics_MinBias.merge.r1093_p101) Eiilil pavel.nevski@cern.ch [ ESEESEEEEI done /Tue/Mar/9/20:38:36
120002 (data09_900GeV.00142149.physics_MinBias.merge.r1093_p101) Eilili pavel.nevski@cern.ch [ ESEENEINSII done /Tue/Mar/9/20:38:36
120003 (data09_900GeV.00142149 physics_MinBias.merge.r1093_p101) Eilili pavel.nevski@cern.ch SIS done /Tue/Mar/9/20:38:36
120004 (data09_900GeV.00142149.physics_MinBias.merge.r1093_p101) Eiiil pavel.nevski@cern.ch [ ESEEEBEEEENE done /Tue/Mar/9/20:38:36
120005 (data09_900GeV.00142149.physicg_MinBias.merge.r1093_p101) Eilili pavel.nevski@cern.ch [IESEERNBNEIN done /Tue/Mar/9/20:38:36

Check Task li

| found the need to check long lists of tasks (MOST IMPORANTLY
WHEN REQUESTS WERE MADE TO ABORT LONG LISTS OF FILES
AND PEOPLE HAS MISQUOTED THE LIST — HORRENDOUS MESS)
This means that prodsys/panada must have the ability to display
selectable fields for a list of taskids, preferably in any format and
delimiters. Checking such list is important in many applications.

Mzke DATri requests



Useful prodsys/panda extensions Il

123456
123457
123458

Finding a list of task numbers from input dataset names, tag
and owner. This is necessary when you want to abort a list of
tasks and this is the information you start with. | have been
asked to delete data tasks where there are also merging tasks
and these also need deleting.



Useful prodsys/panda extensions lli

This allows the finding of all the active jobs for killing in a list of
Tasks for finishing



Useful prodsys/panda extensions IV

This allows for multiple datri requests to be made for lists of
files . For more than a few files the manual system very
laborious.



