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Agenda

Backup service
New hardware

Initial TSM setup
Backup performance
Migration performance

Alternate TSM setup
Backup performance
Migration performance

Performance in production

EXT4?
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Backup service

Some numbers:

– 1500 servers are performing backups:
• Standard files
• Databases
• Email servers
• Filers
• VMs

– 4.7 PB of backup data
– 1.86 PB of archives

– Daily traffic 70-90 TB

– 2 libraries equipped with 55 drives
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Backup service constraints

TSM needs two types of RAID volumes:
 Database and log volumes (1+1 per server)

 Need to be fast
 Not a lot of data
 Redundant

 Data volumes (all the rest of HDDs)
 Need to be fast enough
 Where backups are stored
 Redundant

•Fast enough: reading from data volumes should 
saturate tape drives.

Backup to TSM

Migration to tapes
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Hardware

2 Servers
 CPU: 1x E3160L @ 2.4 GHz

 Turbo on, HT on
 1X10 Gb Ethernet connectivity
 32 GB of memory
 System disks: 2x 250 GB HDDs

2 SAS disk enclosures Promise J830s
 24 HDDs each

 4 x 450 GB 15K 3.5” SAS drives
 20 x 2 TB 7.2K 3.5” SAS drives
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Initial storage configuration

Initially planned:

1x 2 HDD RAID1 volume for database
1x 2 HDD RAID1 volume for logs

5x 4 HDD RAID10 volumes for data
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Improved storage configuration

Thanks to TSM sequential accesses to disk and Linux software RAID:
RAID10 f2 could be used to improve read speed.
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First setup

1 TSM server
 RHEL 5.x
 1x RAID1 2 disk volume for db
 1x RAID1 2 disk volume for log
 5x RAID10f2 4 disk volumes for data

 1 to 8 TSM volumes per RAID volume (XFS or ext3)

25 clients (courtesy of CERN openlab)
 1 Gb Ethernet for each node
 3x 1TB HDDs in RAID0

 Can read and write at network speed
 Spread over 3 switches with 10Gb connectivity

10 of those clients should be able to saturate the server link
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Backup performance 5 RAID 10f2

Overkill performance for backup and restore :
Write at 160 MB/s per RAID volume

Faster than client network uplink

Read at 600 MB/s per RAID volume
Faster than tape drives

Best performance achieved with 1 TSM volume/ RAID volume
Offers constant and deterministic performance

1 client 5 clients 10 clients 17 clients

Backup speed 95 MB/s 490 MB/s 650 MB/s 560 MB/s

Restore speed 120 MB/s 300 MB/s 320 MB/s 300 MB/s
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Migration performance 5 RAID 10f2

Too much contention on disk :
  with only 5 RAID volumes, 20 % probability that the
  two migrations are reading from the same TSM volume

To improve performance we need to increase the number of
TSM volumes and the number of RAID volumes accordingly 

1 tape drive 2 tape drives

Theorical speed 155 MB/s 310 MB/s

Measured speed 155 MB/s 195 MB/s

Efficiency 100 % 62 %
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Alternate setup planning

TSM libraries are using 2 generations of tape drives:
 IBM TS1130 drive: write speed from TSM: 155 MB/s
 IBM TS1140 drive: write speed from TSM: 196 MB/s (JB tape)

the alternate setup must ensure at least 200 MB/s read speed from 1 RAID
volume to meet our latest drive write performance

Redundancy needed: even number of disk per
        RAID volume

Thanks to the asymmetrical RAID10f2 performance
2 disks per RAID volume are enough

sequential read performance on a 2 disk RAID volume
goes from 295 MB/s to 240 MB/s
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Alternate setup

1 TSM server
 RHEL 6.x
 1x RAID1 2 disk volume for db
 1x RAID1 2 disk volume for log
 10x RAID1E 2 disk volumes for data (256 KB chunk size)

 1 TSM volume per RAID volume (aligned ext4)
 Perform migrations to IBM TS1140 drives

 validate performance on the fast drives
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Backup performance 10 RAID 1E

More RAID volumes offer better scalability

Restore performance :
    over 10 clients, TSM server uplink is saturated

1 client 5 clients 10 clients 20 clients

Backup speed 80 MB/s 400 MB/s 800 MB/s 890 MB/s

Restore speed 120 MB/s 600 MB/s 1.1 GB/s 1.2 GB/s
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Migration performance 10 RAID 1E

Lower contention probability increased tape drive efficiency

1 tape drive 2 tape drives

Theorical speed 196 MB/s 392 MB/s

Measured speed 188 MB/s 337 MB/s

Efficiency 95 % 86 %
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Deployment in production

Switching to software RAID allowed more optimizations and
more in depth knowledge and control

than proprietary hardware RAID

Better utilization of the current TSM libraries
    using drives at higher efficiencies
Better utilization of TSM servers
    allow us to migrate more data to tapes,
    which means higher daily backup volume per server

Backup 
speed

Restore 
speed

2 Mig 
speed

Efficiency

5 x R10f2 650 MB/s ~ 2 GB/s 240* MB/s 62 %

10 x R1E 890 MB/s 2.3 GB/s 337 MB/s 86 %

Gain +36 % - +38 % +38 %
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Production backup

Maximum measured incoming trafic for the last 7 days
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Production backup performance

Average backup speed is around 300 MB/s during backup window

    >1 tape drive required to migrate those data to tape the next day

Daily backup trafic (in MB/s)

backup window
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Production migration to tape

8 TB migrated in 7 hours using 2 migration processes
        Average migration speed : 341MB/s

Production drive efficiency : 87 %
        Would have taken 10 hours with the initial configuration

8 TB

7h
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Alternate setup backup performance 
ext3 write performance on RHEL5.x

Creating volumes
700-800 MB/s

80 MB/s/volume
During backups
50 MB/s/volume
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Alternate setup backup performance 
ext3 vs XFS performance

Using blktrace and seekwatcher to optimize and check FS options

ext3XFS
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Alternate setup backup performance 
ext3 performance

Seekwatcher capture for a problematic filesystem
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Alternate setup backup performance 
ext3 performance

Seekwatcher capture for a correct filesystem
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Alternate setup backup performance 
ext4 alignment optimizations

No stride-width parameter for ext3

Better to go to ext4:
– Stride=64: 64 consecutive 4K blocks are on the same disk
– Stripe-width=128: 128 consecutive 4K blocks are on
   the same stripe

When writing the FS issues FS block writes and group those.
Write 64 4KB blocks on disk:

– 256KB = RAID chunk size

wrongly aligned FS
  2 reads then 2 writes
  2 seeks

correctly aligned FS
  1 write
  no seek
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Alternate setup backup performance
ext4

1  5 10 17  1  2  3  3  4  5  6  7   8  9 10 12 13  15 15 15  

15 clients
850 MB/s

10 clients
800 MB/s
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Alternate setup migration performance

1 migration
Avg speed 188.72 MB/s

2 migrations
Avg speed 337.13 MB/s

96% drive efficiency 86% drive efficiency
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