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Historical

• 1980’s - inertial confinement fusion, behaviour of beams 
under intense space charge
– Lawson, Reiser, Keefe, Wangler..

• 1990’s - spallation neutron sources: EHF, JHF, ESS, SNS
– Machida, Holmes ...

• 2000’s - proton drivers, neutrino factory, Fermilab 
upgrades

• 2010’s - ...
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Message: Don’t run codes blindly and assume the answers are 
always right. Question the results. It pays to know what is in 
the codes, what they calculate and how. In accelerator 
modelling, all-purpose “black boxes” don’t always work
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• Principles of simulation with space-charge

• Calculation of space-charge forces

• Analytical models

• Formulation of results

• Benchmarking and validation

• Use of codes

• Illustrations

• List of codes

Overview
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design orbit

y

s

x

Particle coordinates (x, y, z) with respect to frame whose motion is given by s

Other factor γ from relativistic mass m = m0γ

Space-charge field E from Maxwell’s equation:

where n(x, y, z, s) is the number density of the beam distribution.

∇ · E =
q

�0
n(x, y, z, s) (4)

x�� + kx(s)x− q

m0γ3β2c2
Ex(x, y, z, s) = 0 (1)

y�� + ky(s)y − q

m0γ3β2c2
Ey(x, y, z, s) = 0 (2)

z�� + kz(s)z −
q

m0γ3β2c2
Ez(x, y, z, s) = 0 (3)

Factor 1/γ2 from electrostatic-magnetostatic effects

Basic Equations (Paraxial)
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The total number of particles in the beam is

N =
���

n(x, y, z, s) dx dy dz. (7)

This is a complete set of seven coupled equations in which the distribution
determines the forces, which determine the motion, which determines the dis-
tribution, and so on.

n(x, y, z, s) given by the particle density f(x, y, z, x�, y�, z�, s) in six-dimensional
phase space, which must satisfy the Vlasov equation

∂f

∂s
+ (x� ·∇)f − (k− q

m0γ3β2c2
E) ·∇x�f = 0, (5)

through

n =
���

f(x, y, z, x�, y�, z�, s) dx� dy� dz�. (6)
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x�� + kx(s)x− 2K

a + b

x

a
= 0

y�� + ky(s)y − 2K

a + b

y

b
= 0

a�� + kx(s)a− �2x
a3
− 2K

a + b
= 0

b�� + kb(s)b−
�2y
b3
− 2K

a + b
= 0

Recall: For a 2D uniform beam with elliptical cross section
x2

a2
+

y2

b2
� 1,

space-charge forces are linear and given by

E =
Nq

π�0(a + b)

�x

a
,
y

b

�
,

where N is the number of particles per unit length.

Equations of particle motion and envelope equations are then:

K =
I

I0

2
(βγ)3

is the Perveance and I0 =
4π�0m0c3

q
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For non-linear beams, rms beam size is ã =
�

�x2� and rms evolution
equations are

d2ã

ds2
+ kx(s)ã− �̃2

ã3
− q

m0γ3β2c2
�xEx�

ã
= 0 (1)

d2

ds2
�̃2 =

2q

m0γ3β2c2
�
�x2��x�Ex� − �xx���xEx�

�
(2)

where �̃ =
�
�x2��x�2� − �xx��2 is the rms emittance. (3)

So the general rms envelope equation is the same as for an equivalent
KV beam.
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Envelope Codes
2D (transverse) codes use envelope equations for KV beam:

K =
I

I0

2
(βγ)3

is the Perveance

Define X =





a
a�

b
b�



 =⇒ dX
ds

=
d
ds





a
a�

b
b�



 =





a�

−kx(s)a +
2K

a + b
+

�2x
a3

b�

−ky(s)b +
2K

a + b
+

�2y
b3





Integrate using standard numerical packages based on, for example,
Runge-Kutta techniques.

Output either as beam sizes or Twiss parameters defined by βx = a2/�x,

αx = −aa�/�x etc
9
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Examples of Envelope Codes

β-functions with space-charge from the ESS 10
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KVBL: ESS Funnel (1996)
•57 mA linac current (H-)
•Achromatic in all planes
•Uniform optics to minimise 

non-linear space-charge effects

11
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Enabled emittance 
growth to be reduced 
to <1% cf ~50% in 
early LANL 
experiments

Monday, 15 April 2013



Description of machine

Basic beam parameters

Input distribution, N macro-particles

Calculate external forces

Calculate space-charge forces

Push particles forward one step

Output as required

Basic Tracking Procedures

12

e.g. MAD format, 
to include field 
maps

graphical 
facilities
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Input Beam Distribution
• How many macro-particles are needed to 

model a beam of 1010-1014 real particles?

– sufficiently many for good statistics

– predicted effects should not be a consequence 
of reduced number of particles, statistical errors, 
rounding and interpolation errors.

• Most space-charge codes now use 
~105-106 simulation particles; some runs 
have been made with 107-108.

13
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• Can be read from a given dataset, for example from a previous

run, or can be based on physical data.

• Can be a model distribution - KV, Waterbag, Gaussian, semi-

Gaussian etc

• Also include stationary distributions (self-consistent functions of

the Hamiltonian H)

– generate a normalised distribution; then scale and rotate as

appropriate

– may need to change coordinates, e.g Cartesians to 4D-polar

system

– can be fitted to given beam sizes or created as an rms equiv-

alent beam

Initial Particle Distribution

14
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Method based on f(x) dx = dF (x) where F �(x) = f(x); this may not
always be possible.

Method of Ratio of Uniform Deviates:

The density function f(x) can be generated through a uniform filling of
the region

0 < u <

�
f

� v

u

�

of the two-dimensional (u, v) plane with a random number generator.
Then x =

v

u
has the desired density function.

Example: The Cauchy Distribution f(x) =
1

π

1

1 + x2
.

The sampling region is




(u, v) : 0 ≤ u ≤
�
1 +

� v

u

�2
�− 1

2




 = {(u, v) : u2
+ v2 ≤ 1, u ≥ 0}.

Half circle, centred on origin, radius 1.
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Example: Gaussian Distribution f(x) =
1√
2π

e−
1
2x2

.

The sampling region is
�

(u, v) : 0 ≤ u ≤ e−
v2

2u2

�
= {(u, v) : v ≤

�
−2u2 lnu, 0 ≤ u ≤ 1}.

A

B C

D

QP

Sampling method: adjust tan-
gents at P , Q to minimise area
ABCD.
=⇒ Probability that a point
within ABCD is also within required
region is 0.922. Method uses some
simple initial pre-sampling to check
that a point (u, v) lies in region; if
so, then a more accurate check.

Approach turns out to be faster than most other methods and also gives
a very good model of the required distribution.
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Solution of Equations of Motion
Equations of motion of the form x�� = F(s,x,x�)

Euler (forward) difference method:
�

xn+1

x�
n+1

�
=

�
xn + hx�

n

x�
n + hF(sn,xn,x�

n)

�

Accuracy is only O(h2)h is step length

Set X =
�

x
x�

�
,

dX
ds

= f(s,X) =
�

x�

F(s,x,x�)

�

k1 = hf(sn,Xn)

k2 = hf(sn + 1
2h,Xn + 1

2k1)

k3 = hf(sn + 1
2h,Xn + 1

2k2)
k4 = hf(sn + h,Xn + k3)






=⇒ Xn+1 = Xn + 1
6

�
k1 + 2k2 + 2k3 + k4

�

Could use Runge-Kutta method accurate to O(h4), but requires extra
storage and 4 calculations of F for each particle instead of one. Can
be reduced by Blum’s method, but unlikely to give a viable method for
modelling >∼ 105 particles in a realistic time.

17
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Symplectic Leap-frog Integration Scheme

Interleave position and velocity half a
step out of phase, and leap-frog coordi-
nates forward in distance or time.

xn+1 = xn + hx�n+ 1
2

x�n+ 1
2

= x�n− 1
2

+
1
2
h
�
F(sn,xn,x�n− 1

2
) + F(sn,xn,x�n+ 1

2
)
�

Error is O(h3)

Step length must be chosen to allow plasma
oscillations to be represented (ωph/βc� 2)

Method is extremely stable. It has a time-
reversible property, which avoids long-term
drift caused by systematic errors that could
mask the true solution. Note: even 4th order
Runge-Kutta suffers. 18
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H = Hext +Hsc

M = Mext M = Msc

M(t) = Mext (t/2) Msc(t)Mext (t/2) + O
�
t3
�

Split Operator Approach

19

Magnetic 
Optics

Multi-
Particle 

Simulation
Split Operator Methods

Philosophy:
Do not take tiny steps to push ~107-108 particles
Do take tiny steps to compute maps, then push particles with maps.

Acknowledgement: Rob Ryne/Ji Qiang - IMPACT
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Space-Charge Calculations

Many different approaches, most based on approximations.

• Use Coulomb forces between pairs of particles to calculate forces
at each step.

• Assume variation of space-charge with distance is small; impose
space-charge kicks once or twice per element, but track using non-
space-charge methods otherwise.

• Use KV linear space-charge formula, scaled by longitudinal line
density.

• Calculate space-charge potential from Poisson’s equation in beam-
frame, either in 3D or 2+1D.

Note: some methods ignore boundary effects

20

Charles de 
Coulomb
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• Coulomb approach is O(N2) and very time consuming. Prob-
lems when particles move too close together =⇒ cut-off distance
needed (Debye length). Also open to rounding errors, especially
on the axes where transverse forces should sum to zero.
e.g 2D circular uniform beam, N = 50, 000 simulation particles:
calculations take several minutes and only 60% within 10% error
band.

• 2D+1D approach gives good results (beam split into 2D slices for
transverse forces, then longitudinal force from line density).

• Finite difference method represents sophisticated approach but in-
clusion of boundaries (image effects) not easy.

• Finite elements provide most flexible approach and can call on huge
range of engineering expertise.

Space-Charge Options

21
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Example: SIMPSONS

22
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SIMPSONS (cont)

23
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Based on the variational problem:

δπ(φ) = 0, where π(φ) =
1
2

�

V
|∇φ|2 dV +

1
�0

�

V
ρφ dV −

�

∂V
φ̄nφ dS

Equivalent to ∇2φ = − ρ

�0
in V , φ = φ̄,

∂φ

∂n
= φ̄n on ∂V

Finite Element Approach

Cover region with mesh to fit boundaries:

Fit a polynomial to each mesh:

φ = a0 order 0
+a1x + a2y + a3z order 1
+a4x2 + a5y2 + a6z2

+a7xy + a8xz + a9yz order 2
+ . . .

=
�

i fi(ξj)φi

24
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1

2

3
4

5

6

7

8
9

10

fi are shape functions, ξi are areal coordinates. Look for a complete set to
chosen order. For example to order 2, 10 unknowns (a0, . . . , a9), so need 10
nodes:

1 2

3

!1!2

!3

Variational problem turns into sparse matrix equation for potential at nodes
given by

Kijφj = Qi, (1)

where Qi come from charge distribution

ρ(x) =
�

particles i

qiδ(x− xi) =⇒
�

ρφ dV =
�

particles i

qiφ(xi).

(Kij) depends only on mesh. (1) is solved by standard methods (Gaussian
elimination, triple factoring, conjugate gradient etc).
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Space-charge forces calculated from

F = −∇φ = −
�

i,j

∂fi

∂ξj
φi∇ξj .

Standard Test: 2D uniform circular beam, N = 50, 000 macro-particles

• 3rd Order, ∼ 400 mesh elements, find > 95% within 10% error

band

• 1st order, ∼ 3000 mesh elements, find > 90% within 10% error

band
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Example: Multiturn Injection at FNAL
Injection into a 0.4-8 GeV RCS designed as 
replacement for Fermilab booster
• 400 MeV H- injection
• 45 injection turns, 474 m ring
• Phase space painting

– Horizontal orbit bumps
– Vertical variation of beam angle

28

Basic injection 
parameters and 
painting optimisation 
using codes MISxxx 
(C.Prior)
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Multiturn Injection 
modelled with 

TRACK2D

20 turns of 400 mA Bi+1 
beam. 
Space-charge tune 
depression ~0.04. 
Two-plane injection 
using tilted electrostatic 
septum
Note distortion of 
individual turns in 
phase space

Heavy Ion Fusion (HIDIF)

74
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Study from ~1998 of 
3!turn stacking process in 

PS-Booster using 
TRACK2D

Shows beam loss at 
septum and development 

of a 4th order space-
charge resonance

C. Prior & P. Knaus
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Special Case: 1D Longitudinal Codes

Us = −qβcR

�
g0

2β

Z0

γ2
− ω0L

�
∂λ

∂s

d∆φ

dt
=

hω2
0η

β2E

�
∆E
ω0

�
,

d
dt

�
∆E
ω0

�
=

q

2π

�
V (φ)− V (φs) + Us(φ)

�

Tracking uses symplectic mapping with space charge calculated from
derivative of the line density.

CODES: ESME (FNAL), LONG1D (TRIUMF), TRACK1D (RAL)

A major issue in a high intensity proton accelerator is building up

the beam intensity through several turns of injection. For the SNS,

Nturns = 1600 turns are required; for the ESS, Nturns ∼ 1000. For

reliable results, need ∼ 5000 particles per turn, so >∼ 5× 106 overall.

One solution is to use “painting” technique with variable charge

build-up. Restricts total to ∼ 105 particles, yet has ∼ 5000 per turn.

76

Monday, 15 April 2013



Charge Assignment to Grid

"

#E

TRACK1D assignment uses Tri-
angular Shaped Cloud (TSC).
Line density smoothed with cu-
bic splines to remove statistical
effects. Includes corrections to
counteract artificial spreading of
the beam.

77
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Longitudinal Study of CERN-PS

• Off-energy injection

• 11 micro-bunches per 
bucket

• Tracked for 
~10 synchrotron periods

• No beam loss, good 
distribution

78

C. Prior & P. Knaus, ~1998
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Dual harmonic 
(h=2/4) injection, 

trapping and 
acceleration in ISIS. 
150 turns of 70-800 

MeV beam

C. Prior,  ICANS 1996
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Available Codes I
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Codes II
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Goals

82

Plus:
Full treatment of field 
maps
Off-axis beams
Full suite of routines for 
beam diagnostics
Higher order effects
Secondary particle 
effects

electron cloud
decays (muons)From: ACCSIM, Fred Jones (TRIUMF)
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ParticleParticle--InIn--Cell Simulation with SplitCell Simulation with Split--Operator MethodOperator Method

Setup and solve 
Poisson equation

Initialize
particles

Advance positions 
& momenta a half 
step using Hext

Charge deposition 
on grid

Poisson equation

Advance positions 
& momenta a half 
step using Hextstep using Hext

Field solution on 
grid

step using Hext

grid

Field interpolation at 
particle positions

(optional)

Advance momenta using 
Hspace charge

(optional)
diagnostics

10

space charge

Courtesy of R. Ryne

Components of a typical Beam Modelling 
Package
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ParticleParticle--InIn--Cell Simulation with SplitCell Simulation with Split--Operator MethodOperator Method

Setup and solve 
Poisson equation

Initialize
particles

Advance positions 
& momenta a half 
step using Hext

Charge deposition 
on grid

Poisson equation

Advance positions 
& momenta a half 
step using Hextstep using Hext
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grid

Field interpolation at 
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(optional)

Advance momenta using 
Hspace charge

(optional)
diagnostics
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space charge

Courtesy of R. Ryne

Components of a typical Beam Modelling 
Package
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2.3  Enabling technologies  
Software infrastructure for multiphysics accelerator modeling is a central part of ComPASS. Our approach 
is to develop application components using existing mature physics or algorithmic implementations as the 
core of each component. Here, “component” is defined as a portion of software implementation that can 
be added or removed from multiple applications. The most serious challenge in developing simulation 
components is the definition of their interfaces: the components need to be objects that can be used for 
multiple implementations of different ComPASS simulations. Thus, the interface definition has to be 
independent of any details from any particular application implementation, including the parallelization 
(data distribution) schemes. Our approach builds on AST and ComPASS work on the Synergia2 [13] and 
MaryLie/IMPACT [14] beam dynamics frameworks and the UPIC framework and is extending to other 
areas of the project with work such as the TEMP3P electromagnetic simulation framework.  Figure 4 
shows a schematic of the Synergia2 framework, with the physics components and software infrastructure 
dependencies. 

Use of advanced mathematical techniques, scalable numerical algorithms, and computational tools are 
also major components of the ComPASS activities. For example, through implementation in VORPAL, 
SciDAC has supplied the first massively parallel implementation of FDTD electromagnetic computations 
(see figure 3). While many of the mathematical and computational tools we employ are relatively mature, 
we need to enhance their capabilities to meet the petascale computational challenges of SciDAC-2. In 
addition, we need to explore the benefits of employing new techniques and algorithms, and we need to 
port the new and old implementations to the new petascale capable hardware that is or will be available in 
the SciDAC-2 era. 

 
Figure 3. Componentization of the Synergia2 infrastructure. The Synergia2 framework includes many 
beam dynamics physics modules, both native to Synergia (orange) and reused modules from other 
ComPASS beam dynamics codes (magenta).    

8

Components of a typical Beam Modelling 
Package

Synergia: Fermilab code, P. Spentzouris
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• All codes should have a set of basic tests, 
preferably with known analytical solutions

• Benchmarking should cover
‣ code v. code
‣ code v. experiment

• Recent examples
‣ Montague resonance tests with CERN PS, 

2Qh-2Qv=0 (ACCSIM, SYNERGIA, MICROMAP, SIMPSONS, 
IMPACT, ORBIT, SIMBAD)

‣ HIPPI linac injector comparison
‣ Electron cloud studies (PEHT, PEHTS, QUICKPIC, 

HEADTAIL)

‣ Study of Hofmann resonances at KEK (IMPACT, 
TraceWin)
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Figure 5: Track simulation results of the 1st DTL tank for
a 0 mA H− beam, shown are the RMS beam parameters in
X, Y, φ andW. The solid-black curves were calculated with
hard-edge quads and the dashed-blue curves were obtained
with PMQs fringe fields included.

COMPARISON: TRACK VS. PARMILA
Figure 6 and 7 show a detailed comparison between

TRACK and PARMILA simulations results for the DTL
section (MEBT + 6 Tanks). In this case a 38 mA H− beam
is simulated by tracking 105 particles. The E and B field
strengths are set to the experimentally measured values. A
good overall agreement is obtained, the differences could
be explained by the fringe fields from the PMQs and a pos-
sible difference in the space charge calculations. As dis-
cussed earlier fringe fields could cause a beam mismatch
which is visible on the transverse beam parameters in fig-
ure 6. Starting from the second DTL tank (Z ∼ 14 m) we
notice a longitudinal mismatch on TRACK results. We be-
lieve that this difference is due to a phase ramping proce-
dure used in PARMILA to adjust the phases of the first and
last cells in a DTL tank to ensure phase matching between
successive tanks. This procedure is not directly reflected on
the design geometry used as input to TRACK. This phase
mismatch is responsible of producing a more pronounced
beam tail on the phase space plots of figure 7.

SUMMARY AND FUTURE WORK
We have successfully implemented and simulated the

DTL section of the SNS linac using the code TRACK. The
next steps includes building the rest of the lattice (CCL and
SRF) and perform end-to-end simulations including ma-
chines errors in order to compare the results with the ex-
isting commissioning data.

REFERENCES
[1] V.N. Aseev et al, Proceedings of PAC-05 Conference,

Knoxville, Tennessee, May 16-20, 2005.
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Figure 6: Comparison of PARMILA and TRACK simu-
lation results of the SNS-DTL section. The plots show
and compare the evolution of most important beam param-
eters along the DTL. The solid-black curves corresponds to
PARMILA and the dashed-blue curves to TRACK.
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Figure 7: Comparison of phase space plots at the exit of the
SNS-DTL section obtained using PARMILA and TRACK.
The top plots are from PARMILA and the bottom ones
are from TRACK. The colored contours represent different
levels of particle density.
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Longitudinal phase space: comparison between 
simulations using PARMILA and TRACK of SNS-DTL, 
38!mA H- beam, 105 particles. Discrepancies caused by 
different fringe field models and space-charge routines. emittance oscillations. The agreement in emittance ex-

change is quite good, with maximum deviations of ±0.05
mm-mrad between codes. The codes differ, however, in the
strength of damping of the emittance oscillations, which
may be of relevance for the long-term simulation aspects
and needs further study.
Since the sum of emittances of each run is found constant

(within ≈ 0.1%) we only plot the vertical emittances in the
following graphs, the horizontal ones are mirrored about 5
mmmrad. In step 2 we have found that the emittance evolu-
tion is almost identical with step 1 as shown in Fig. 3. This
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Figure 3: �y for linearized AG lattice, Q0,x = 6.19.

may be explained by the observation that the periodic flut-
ter due to the AG focusing is too fast to have an effect on the
emittance coupling. The relatively long-wavelength emit-
tance oscillations – with about 70 turns period – increase
significantly in amplitude if Q0,x is approaching Q0,y . We
have therefore chosen the tune Q0,x = 6.207 as additional
test to explore the response of different codes on this per-
sisting coherent structure, which is shown in Fig. 4. The
emittances show a significant overshoot, and the oscilla-
tions continue to damp at different rates.
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Figure 4: �y for linearized AG lattice, Q0,x = 6.207.

For step 3 we have employed the fully nonlinear lattice

and obtained the results shown in Fig. 5. The effect of the
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Figure 5: �y for fully nonlinear lattice, Q0,x = 6.19 (com-
pared with linearized AG).

full lattice is seen to be a minor one at the level of these
2D simulations. The emittance exchange is nearly iden-
tical with that of the linear lattice. We have also explored
the nonlinearities by computing single-particle phase space
portraits in the vicinity of Q0,x ≈ Q0,y ≈ 6.21 and found
no lattice resonances for amplitudes within the physical
aperture. Whether or not these weak nonlinearities in con-
nection with synchrotron oscillations will help in step 4 to
explain the much stronger emittance exchange of the mea-
surements in Fig. 1 needs to be seen.

4 SUMMARY AND OUTLOOK
The agreement between codes is found to be very good

on the coasting beam level. This gives confidence that all
involved Poisson solvers are sufficiently accurate in mod-
elling the nonlinear space charge features of the Montague
resonances. Calculations confirm that the process of space
charge induced emittance transfer is quite insensitive to the
type of lattice - whether constant, alternating gradient or
even the fully nonlinear lattice. Differences in damping of
rms emittance oscillations exist and need to be explored
further before progressing to the bunched beam effects.
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ORBIT Application: SNS 1.44 MW Injection Space 
Charge Benchmark and Final Distribution
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Code v. Code
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SIMBAD/ORBIT (FFT) VS. SIMPSONS 
Gaussian distribution, original SNS FODO lattice

Horizontal
emittance
distribution

Vertical
emittance
distribution

105 macro particles
peak current100A
corresponding to 2!MW 
proton accumulation

Beam Kinetic Energy 1 GeV
Beam Average Power 1.0-2.0 MW
Proton Revolution Period 0.8413 µsec
Ring Circumference 220.688 m
Number of Turns Injected 1225
Beam Emittance !x,y 120 "mm-mr
Tunes #x / #y 1 1/290
Max. $x / max. $y 19.2 / 19.2 m
Dispersion Xp (max/min) 4.1 / 0.0 m
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Scope of Existing Codes with Space Charge

• Results/predictions
– Beam profile measurements: CERN-PSB, KEK-PS, PSR
– Injection losses (e.g. mismatch, emittance transfer)
– Coherent resonances -- intensity limitation
– Benchmarks with Accsim, Orbit, Simpsons, show long-term (50k 

turns) RMS matching to high degree of precision

• Study
– Beam redistribution while preserving RMS matching
– Intrinsic resonance due to space charge (sensitive to working point, 

observed independently in most codes)
– Synchro-betatron effects -- space charge, chromaticity
– Halo parameters and other amplitude measures
– Stationary distributions (not widely used?)
– Still a need for more accessible benchmarks and test cases

87
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Vlasov Solvers

Difficult in >2D phase 
space because of very 
large number of grid 
points. Hence very 
slow.
Use symmetry or 
conserved quantities 
on characteristics
Optimise number of 
grid points for 
specific simulations

Proposal to develop 4D-->6D Vlasov solver with Jonathan Smith 
(Tech-X )and Hartree Centre, Daresbury
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Example: Evolution of a Semi-Gaussian beam of 
80keV Potassium ions in a uniform focussing channel, 
%Q~-0.25

Results from VADOR code, E. Sonnendrucker, Strasbourg
Monday, 15 April 2013



Code Language Platform GUI Parallel 1D/2D/3D Particles linacs/rings
IMPACT F90 Unix/Linux no MPI 3D > 106 linacs

ML-IMPACT F90 Unix/Linux/Mac no MPI 3D > 106 linacs/rings

PARMILA F90 Windows no no 2D/3D 104-105 linacs/
transfer lines

GPT C, C++ Windows yes MPI scans 3D 106 linacs/FEL/
transfer lines

BEST F90 Unix/Linux python/IDL MPI/ 3D > 106 linacs/rings
OpenMP

VADOR C++ Unix/Linux no MPI 2D n/a linacs

SPUNCH F77 Linux no 1D 104 LEBT

PATH F90 Windows yes no 3D 105 linacs/rings

TRACEWIN C++ Windows yes no 2D/3D 105 linacs

DYNAC F77 Linux/Unix/ no no 2D/3D 105 linacs
Windows

Synergia F90/C++/ Unix no MPI 3D > 106 linacs/rings
Python

WARP Python/ Linux/Unix/ Under dev MPI 3D/rz/xy up to 108 linacs/rings
F77/F90/C Windows/Mac

Spreadsheet of Space-Charge Codes I
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Spreadsheet of Space-Charge Codes II
Code Space Charge Solver Boundaries/Images Impedances Field Maps Integration

order

IMPACT spectral open/periodic/ no yes 2nd order in z
rectangular/circular

ML-IMPACT spectral elliptical/ yes no 2nd in z
polygon/lossy 5th Runge-Kutta

PARMILA

GPT 3D multigrid open conductive rect. no 2D,3D 5th Runge-Kutta
pipe, cathode

BEST spectral, FD circular conducting wall automatic/ no user specified
external

VADOR FFT conductive wall no no 2nd
any shape

SPUNCH exact for disc- circular conducting n/ n/a 1st
shaped particles wall

PATH Schell, pt-to-pt open no yes ?

TRACEWIN Scheff/PICNIC/Gaussup open no no ?

DYNAC Scheff/Scherm/Hersc open no yes 3rd analytical

Synergia spectral (IMPACT) open/periodic/ no yes 2nd order in z
rectangular/circular

WARP FFT, Cap matrix, square/round pipe, ad hoc no 2nd order
multigrid, adaptive mesh, internal conductors,

refined MG bent pipe, general
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Spreadsheet of Space-Charge Codes III

Code t or s tracking Graphics Portability Source code Manual Standard
available? test cases

IMPACT s post proc. all unix platforms to collaborators partial yes
with MPI

ML-IMPACT s post proc. to collaborators partial yes

GPT t built in portable except all beamline yes yes
user interface components

BEST t netcdf, IDL any Linux yes no yes

VADOR s GNUplot, any Linux yes almost yes
openDX

SPUNCH s built in fully portable yes no yes

PATH s built in any Windows yes yes ?

TRACEWIN s built in any Windows no yes ?

DYNAC t, s GNUplot fully portable yes yes yes

Synergia s post proc. all Linux yes in progress not yet
Root+Openinventor

WARP t, s PyGist 2D portable yes online yes
OpenDX 3D
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Final Message

93

SAVE EVERYTHING:

Even if you think the job is finished, 
don’t for one moment think you will 

never need the data or the code again. 
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