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Figure 18. Full sky map (top) and blow-up of the inner Galactic region (bottom) showing sources by source class (see Table 6). Identified sources are shown with a
red symbol, associated sources in blue.

because they were already replaced by an extended-
source template in the 2FGL analysis. These sources are
1FGL J0523.3−6855 (2FGL J0526.6−6825e, LMC); 1FGL
J1801.3−2322c (0FGL J1801.6−2327, 2FGL J1801.3−2326e,
W28); 1FGL J1805.2−2137c (2FGL J1805.6−2136e, W30);
1FGL J1856.1+0122 (2FGL J1855.9+0121e, G034.7−00.4,
W44); and 1FGL J1922.9+1411 (2FGL J1923.2+1408e,
G049.2−00.7, W51C).

Some 1FGL sources near extended 2FGL sources re-
main in Table 8. An additional four 1FGL sources, 1FGL
J0459.7−6921, 1FGL J0518.6−7222, 1FGL J0531.3−6716,
and 1FGL J0538.9−6914, were also found in the LMC field,
now replaced by an extended source in the 2FGL cata-
log analysis (J0526.6−6825e). Furthermore, the four 1FGL
sources 1FGL J2046.4+3041, 1FGL J2049.1+3142, 1FGL
J2055.2+3144, and 1FGL J2057.4+3057 distributed along the
Cygnus Loop (G74.0−8.5), one of the most famous and well-
studied SNRs, were replaced by an extended-source tem-
plate in the 2FGL analysis (2FGL J2051.0+3040e), and so

are not confirmed in the 2FGL catalog. The extended source
2FGL J1824.5−1351e (HESS J1825−137) replaces two 1FGL
sources: 1FGL J1821.1−1425c and 1FGL J1825.7−1410.

About 250 of the 347 sources are located on the Galactic
plane or in other regions of bright, structured diffuse emission
(see Figure 24). Of these, 88 have the “c” designation in the
1FGL name, which indicates that these sources were already
recognized as possible spurious detections. Another 21 1FGL
sources were flagged according to the definitions reported in
Table 4 of Abdo et al. (2010f). These sources were also already
noted as problematic. In the 1FGL catalog only 67 of the 347
sources have an association with a possible counterpart, mostly
AGNs, while another 10 sources were associated with already
known 0FGL (Abdo et al. 2009d) or 1AGL (Pittori et al. 2009)
γ -ray sources.

In addition to the introduction of spatially extended sources
in 2FGL, there are many possible causes for 1FGL sources to be
absent from the 2FGL list. Among these are variability; different
event selection used for the analysis (Pass 6 for 1FGL and Pass
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The First Fermi/LAT Catalog 
above10 GeV

• 514 Sources ("rst 3 years)
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Fig. 8.— Distribution of the angular separation between the 1FHL sources and the objects with

which they are associated. Only point sources were included in this distribution. The angular

separation is normalized with the quantity r95/
√
−2 ln 0.05, where r95 is the location uncertainty

at the 95% confidence level. The blue curve is the expected distribution of real associations. See

text for details.
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PSR SNR PWN
Other Galactic objects Other (non-beamed) Extragalactic objects No association

Fig. 9.— Sky map showing the sources by their source class, as reported in Table 4

Ackermann+’13

Class # Fraction of 
1FHL (%) 

Blazar BL Lac 259 50.4 
Blazar FSRQ 71 13.8 
Unknown type AGN 55 10.7 
Pulsar 27 5.2 
SNR 11 2.1 
PWN 6 1.2 
Other Galactic 11 2.1 
Other extragalactic 9 1.8 
Unassociated 65 12.7 
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Hard Sources (Detected >10 GeV; 1FHL) 

BL Lacs are most abundant source type 
54 1FHL sources not in 2FGL 

84 1FHL sources associated with known VHE sources 
213 1FHL sources identified as good candidate VHE emitters 

FSRQ 
HSP-BL Lac 
ISP-BL Lac 
LSP-BL Lac 
BL Lac 

1FHL 
Blazars 
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Very High Energy (VHE; >100 
GeV) Gamma-ray Sky

• 145 Sources

• 3 FSRQs, 49 BL Lacs, 4 Radio Galaxies, 2 Starburst Galaxies

http://tevcat.uchicago.edu
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Gamma-ray Absorption by the 
Extragalactic Background Light (EBL) 

e+ 

e- 

γEBL γVHE 

IACT 

Extragalactic Background Light 
blazar 

7



EBL Constraints from Gamma rays

• Fermi derived the EBL opacity using the combined spectra 
of blazars (see also Gong & Cooray ’13, Dominguez +’13).

• H.E.S.S. derived the EBL intensity using the combined 
spectra of blazars.

sources above the critical energy (30). This in
turn depends on a precise description of the
gamma-ray spectra by our source parametriza-
tion. To verify that this is the case and to ex-
clude the possibility that the detected absorption
feature is intrinsic to the gamma-ray sources (17),
we performed the analysis in three independent
redshift intervals (z < 0.2, 0.2 ≤ z < 0.5, and 0.5 ≤
z < 1.6). The deviations from the intrinsic spectra
in the three redshift intervals are displayed in Fig.
2. In the local universe (z < 0.2), EBL absorption
is negligible in most of the Fermi-LAT energy

band (Ecrit ≥ 120 GeV). The lowest redshift in-
terval therefore reveals directly the intrinsic spec-
tra of the sources and shows that our spectral
parametrization is accurate (18). The absorption
feature is clearly visible above the critical energy
in the higher redshift bins. Its amplitude and mod-
ulation in energy evolve with redshift as expected
for EBL absorption. In principle, the observed
attenuation could be due to a spectral cutoff that
is intrinsic to the gamma-ray sources. The absence
of a cutoff in the spectra of sources with z < 0.2
would require that the properties of BLLacs change

with redshift or luminosity. It remains an issue of
debatewhether such evolution exists (31–34). How-
ever, in case itwere present, the intrinsic cutoffwould
be expected to evolve differently with redshift than
we observe. To illustrate this effect, we fitted the
blazar sample assuming that all the sources have an
exponential cutoff at an energy E0. From source
to source, the observed cutoff energy changes be-
cause of the source redshift and because we as-
sumed that blazars as a population are distributed
in a sequence such as that proposed in (31–34).
E0 was fitted to the data globally like b above. As
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Fig. 1. Measurement, at the 68 and 95% confi-
dence levels (including systematic uncertainties
added in quadrature), of the opacity tgg from the
best fits to the Fermi data compared with predic-
tions of EBL models. The plot shows the measure-
ment at z ≈ 1, which is the average redshift of the
most constraining redshift interval (i.e., 0.5 ≤ z <
1.6). The Fermi-LAT measurement was derived com-
bining the limits on the best-fit EBL models. The
downward arrow represents the 95% upper limit on
the opacity at z = 1.05 derived in (13). For clarity,
this figure shows only a selection of the models we
tested; the full list is reported in table S1. The EBL
models of (49), which are not defined for E ≥ 250/
(1 + z) GeV and thus could not be used, are reported
here for completeness.

Energy [GeV]

2
10

γγτ

-110

1

10

LAT best fit -- 1 sigma
LAT best fit -- 2 sigma
Franceschini et al. 2008
Finke et al. 2010 -- model C
Stecker et al. 2012 -- High Opacity
Stecker et al. 2012 -- Low Opacity
Kneiske et al. 2004 -- highUV
Kneiske et al. 2004 -- best fit
Kneiske & Dole 2010
Dominguez et al. 2011
Gilmore et al. 2012 -- fiducial
Abdo  et al. 2010

1.0≈z

www.sciencemag.org SCIENCE VOL 338 30 NOVEMBER 2012 1191

REPORTS

 o
n 

Ap
ril

 5
, 2

01
3

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fro

m
 

H.E.S.S. collaboration: The EBL imprint on H.E.S.S. spectra
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Fig. 5. Flux density of the extragalactic background light versus wave-
length. The 1σ (statistical) contours derived for several energy ranges
are described in the top-right legend. The systematic uncertainty is
added quadratically to the statistical one to derive the H.E.S.S. con-
tour. Lower limits based on galaxy counts and direct measurements are
respectively shown with empty upward and filled downward pointing
triangles (extracted from Gilmore et al. 2012). The region excluded by
Meyer et al. (2012) with VHE spectra is represented by the dashed area.

Table 6. Measured normalization of the EBL optical depth, correspond-
ing to the 1σ (statistical) contours shown in Fig. 5.

τmeasured/τFR08 λmin−λmax λFλ(λmin)−λFλ(λmax)
µm nW m−2 sr−1

1.27+0.18
−0.15 1.2−5.5 14.8+2.1

−1.7−4.0+0.6
−0.5

1.34+0.19
−0.17 0.30−5.5 3.1 ± 0.4−4.2+0.6

−0.5

1.05+0.32
−0.28 1.2−17 12.2+3.7

−3.3−3.2+1.0
−0.8

Notes. The second column indicates the wavelength range where this
measurement is valid and the third column the corresponding flux den-
sities. The first line corresponds to the full data set. The second and
third lines indicate the value derived with smaller data sets focussed on
specific energy ranges. The systematic uncertainty on the measurements
listed in the first column is 0.25.

The detailed study of the dependence of the systematic uncer-
tainties on the wavelength, based e.g. on deviations from the
EBL template model, is beyond the scope of this paper but the
comparison of various modellings in a complementary redshift
band and wavelength range by The Fermi-LAT Collaboration
(Ackermann et al. 2012) supports our choice of template.

The contours lie in between the constraints derived with
galaxy counts and the direct measurements. A good agreement
with the VHE upper limit derived by Meyer et al. (2012) is also
found over the wavelength range covered, with a maximum dis-
crepancy between 1 and 2 µm smaller than the 1σ level. The
analysis performed enables a measurement of the COB peak flux
density of λFλ = 15.0+2.1

−1.8 ± 2.8sys nW m−2 sr−1 at 1.4 µm, where
the peak value and uncertainties are derived by scaling up the
FR08 EBL flux density by a factor α0. This value is compatible
with the previous constraints on the EBL flux density derived
with H.E.S.S. data by Aharonian et al. (2006c).

5. Summary and conclusion

The spectra of the brightest blazars detected by H.E.S.S. were in-
vestigated for an EBL absorption signature. Assuming intrinsic
spectral smoothness, the intrinsic spectral curvature was care-
fully disentangled from the EBL absorption effect. The EBL
imprint is detected at an 8.8σ level, which constitutes the first
measurement of the EBL optical depth using VHE γ-rays. The
EBL flux density has been evaluated over almost two decades
of wavelengths with a peak amplitude at 1.4 µm of λFλ =
15 ± 2sys ± 3sys nW m−2 sr−1, in between direct measurements
and lower limits derived with galaxy counts.

The low energy threshold achieved with the upgrade of the
H.E.S.S. array, H.E.S.S. II, will enable the observation of the
unabsorbed population of γ-rays and improve the constraints
on the intrinsic spectra and thus on the absorption feature. The
trough between the COB and the CIB will be characterized by
the Cherenkov Telescope Array (CTA, Actis et al. 2011) which
will probe energies above 50 TeV. Finally, the increasing size
of the sample of blazars detected at very high energies will im-
prove the constraints on the redshift dependence of the EBL and
establish a firm observational probe of the thermal history of the
Universe.
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Fig. 4. Spectrum of EBL and integrated light of galaxies. Filled plots show EBL by various direct photometry from space including
this study, and open plots shows the integrated light of galaxies by deep observations. Horizontal bars show the band widths of
wide-band data. Solid curve shows a model spectrum of the integrated light of galaxies based on the observed evolution of the
rest-frame K-band galaxy luminosity function up to redshift 4 (Domı́nguez et al. 2011), and broken curve shows a scaled version of
it in case of AKARI’s detection limit of point sources (mK = 19).

this correlation to the higher Galactic latitude regions in
our method. However, this assumption is obviously too
simple. For example, UV radiation field at high Galactic
latitude is weaker than that at Galactic plane (Seon et
al. 2011), therefore the PAH molecules are less excited at
high Galactic latitude than Galactic plane. This consid-
eration indicates that the gap around 3.3µm could not be
EBL origin but Galactic origin.
We obtained new spectral result of EBL at >4 µm, and

we cannot confirm the excess over the integrated light of
galaxies due to the large error bars. In addition, our result
contradicts with the high EBL brightness at 4.9 µm by
Arendt & Dwek (2003), but that data is highly uncertain
since it is not an observed value but an estimated value
from EBL at 1.25, 2.2, 3.5, and 100 µm.

5. Discussion

In Section 4, we found NIR EBL observed with
AKARI is fairly consistent with previous observations by
COBE/DIRBE and IRTS/NIRS. How can we understand
the excess of EBL from the integrated light of galaxies at
<4 µm?
At first we examine the possible origin in solar system.

If there is an isotropic component in ZL, it cannot be
subtracted by the correlation method in our study. One
candidate of isotropic ZL component is a dust shell contin-
gent on the Earth, but such a dense dust shell around the

Earth must be detected already, if it exists. An isotropic
diffuse background from the Oort cloud could be another
candidate. However, the very blue spectrum toward 1
µm cannot be generated by thermal emission from very
cold dust (<30 K) at the Oort cloud. Scattered sunlight
by the Oort cloud is also negligible because sunlight at
∼ 104− 105 au is very weak.
The second possibility is Galactic origin. There may ex-

ist numerous faint stars in the Galactic halo which causes
isotropic background. However, the negative detection of
extended halo in external galaxies was reported by Uemizu
et al. (1998). Furthermore, the observed excess emission,
∼23 mag/arcsec2 at H-band, can be easily detected for
the external galaxies with HST/NICMOS (Thompson et
al. 2007a; Thompson et al. 2007b), but no detection is
reported yet. These considerations support that the ob-
served excess emission is extragalactic origin.
Observation of TeV-γ blazar is another problem for

the extragalactic origin, since high level NIR EBL makes
intergalactic space opaque for TeV-γ photons (Dwek
et al. 2005b; Aharonian et al. 2006; Aharonian et al.
2007; Mazin & Raue 2007; Raue et al. 2009). However,
recent discoveries of high redshift (z> 0.2) TeV-γ blazar
(Ackermann et al. 2011) contradict with above standard
scenario, and it requires a new physical process. One idea
is that cosmic rays produced by brazers can cross cosmo-
logical distances, and interact with NIR photons relatively
close to the Earth, generating the secondary TeV γ-ray

Direct Measurements of EBL

• Pioneer 10/11 measurements are consistent with the galaxy count lower limit.

• But, recent AKARI measurement is consistent with IRTS.

• EBL peak at near infrared?

• CIBER rocket experiment will provide more information.

Tsumura +’13
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Figure 9. Current measurements of the cosmic background (filled symbols) and the integrated brightness of galaxies (open symbols) at UV, optical, and near-IR
wavelengths. The cosmic background measurements include the UV upper limits (blue arrows) at 0.10 µm obtained from the Voyager/UVS (Edelstein et al. 2000)
and at 0.16 µm from the HST/STIS (Brown et al. 2000), the claimed detections at optical wavelengths using the HST/WFPC2 (Bernstein 2007, green squares) and
at near-IR wavelengths using the COBE/DIRBE [Gorjian et al. (2000), green diamonds; Wright (2001), purple diamonds; Cambrésy et al. (2001), blue diamonds;
Wright (2004), gray diamonds; the wavelengths of these measurements are slightly shifted relative to each other for clarity] and the IRTS (Matsumoto et al. 2005,
black circles). The red stars are the Pioneer/IPP results of this work, while the red solid line with arrows between 0.8 and 4 µm represents the HESS upper limits
(Aharonian et al. 2006). The integrated brightness of galaxies come from the HST/STIS measurements at UV (Gardner et al. 2000, squares), the HDF compilation
from UV to near-IR (Madau & Pozzetti 2000, triangles), and the Spitzer/IRAC measurements at near-IR wavelengths (Fazio et al. 2004, diamonds).

Table 4
COB Brightness and Mean DGL-to-100 µm Brightness Ratios a0

d

Wavelength COB Brightness DGL-to-100 µm Ratio a0
d

Band (µm) (bgu) (nW m−2 sr−1) (bgu [MJy sr−1]−1) (dimensionless)

BIPP 0.44 1.8 ± 0.9 7.9 ± 4.0 3.2 ± 0.1 (2.1 ± 0.1) ×10−3

RIPP 0.64 1.2 ± 0.9 7.7 ± 5.8 3.4 ± 0.1 (4.6 ± 0.1) ×10−3

a0
d (R)/a0

d (B) = 2.2, is consistent with the previous observations,
suggesting that ERE is also present in the diffuse ISM with the
lowest far-IR brightness. It confirms the finding of Gordon et al.
(1998), who reach the same conclusion from analysis of the IPP
data.

In summary, our results are in overall agreement with the
previous observations toward the denser dust regions. Further
study of this issue is beyond the scope of this work and will be
presented in a future paper.

5.2. Resolved Fraction of Cosmic Background

We compile the current measurements of the cosmic back-
ground and the integrated brightness of galaxies at ultraviolet
(UV), optical, and near-IR wavelengths in Figure 9. At UV
wavelengths, the upper limits of the cosmic background are ob-
tained from the analysis of the Voyager Ultraviolet Spectrome-
ter (UVS) data (Edelstein et al. 2000) and from the HST/Space
Telescope Imaging Spectrograph (STIS) observations (Brown
et al. 2000). They are a few times the integrated brightness of
galaxies measured by the HST/STIS (Gardner et al. 2000), still
leaving a large gap to be bridged. The situation in the near-IR

wavelength range is much more controversial. Matsumoto et al.
(2005) claim detection of the strong near-IR CIB based on the
Infrared Telescope in Space (IRTS) data. Their CIB values are
marginally consistent with the results from the COBE/DIRBE
measurements reported by several authors (Gorjian et al. 2000;
Wright 2001, 2004; Cambrésy et al. 2001) at 1.25, 2.2, and
3.3 µm. The integrated brightness of galaxies at these wave-
lengths, as well as at the optical UBVI bands, are derived from
the Hubble Deep Field (HDF) data set by Madau & Pozzetti
(2000). Those at the four bands of the Spitzer Infrared Array
Camera (IRAC) are presented by Fazio et al. (2004). Using the
HDF and the Subaru Deep Field (SDF) data, Totani et al. (2001)
obtain the consistent results with Madau & Pozzetti (2000).
They also find that 80%–90% of the total light from normal
galaxies has already been resolved in the SDF J and K bands,
based on a galaxy evolution model taking into account various
selection effects of observations. Therefore, the large CIB ex-
cess found by Matsumoto et al. (2005) should be attributed to
either some exotic radiation sources such as Population III stars
or the residual ZL in the IRTS data. Another constraint comes
from the High Energy Stereoscopic System (HESS) γ -ray ob-
servations of the blazars at z = 0.17–0.19 by Aharonian et al.
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EBL Model with First Stars

• An EBL model explaining galaxy formation and reionization data.

• First stars’ contribution to EBL at z=0 is minor, and difficult to 
distinguish through gamma-ray attenuation even with high-z 
objects.
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Constraints on First Stars

• Combining reionization (fraction of neutral hydrogen & the 
Thomson scattering optical depth) and distant gamma-ray 
data.
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Figure 15. Time-resolved broadband spectral energy distributions of 3C 279 measured in Periods A–H (as defined in Table 1) and on 2008 July 31 (MJD 54678),
covered by our observational campaigns in 2008–2010. X-ray, UV–optical–near-IR data are corrected for the Galactic absorption. Five-digit numbers in the panel
indicate MJD of the periods. For comparison, the gray open circles in the very high energy γ -ray band represent measured spectral points by MAGIC in 2006 February
(Albert et al. 2008).

Furthermore, we note that there are some optical and γ -ray
peaks that might well be associated with the second X-ray flare.
Hence, it is possible that the two prominent γ -ray/optical flares
(Periods B and D), together with the subsequent two X-ray flares
(Periods F and G), form a sequence of four events separated by
a similar time intervals. Those intervals, in turn, can be possibly
determined by instabilities in the jet launching region. Here, the
different broadband spectra during these events may result from
small changes of parameters, such as the jet direction, Lorentz
factor, and/or location and geometry of the dissipation event.

A weak (and sporadically almost absent) correlation be-
tween X-rays and other spectral bands can also result from
such processes that preferably contribute to radiation in the
X-ray band. They can be related to the following three
mechanisms/scenarios.

1. Bulk-Compton process. This involves Compton-scattering
of ambient optical/UV light by the cold (non-relativistic)
electrons in the jet. This mechanism is most efficient close
to the accreting black hole where the processes responsible
for the variability of X-rays may operate independently of
those at larger distances and producing there variable non-
thermal radiation (Begelman & Sikora 1987). A drawback
of this scenario can be that the bulk-Compton spectrum is
predicted to have a similar shape as the spectrum of the
external radiation field (Ackermann et al. 2012), which sig-
nificantly differs from what we observe in the X-ray band.

2. Inefficient electron acceleration. Acceleration of the rel-
ativistic electrons at proton-mediated shocks is likely to
proceed in two steps: in the first one low-energy electrons
may be pre-accelerated via, for example, some collective
processes involving protons; in the second step, they may
participate in the first-order Fermi acceleration process. If
under some conditions the electron–proton coupling is inef-
ficient, the fraction of electrons reaching the Fermi phase of
acceleration will be small. In this case the X-rays, originat-
ing from lower energy electrons, are produced efficiently,
while the γ -rays and optical radiation that involve more
relativistic electrons are not.

3. The X-rays can be also contributed by hadronic processes,
specifically by the pair cascades powered by protons losing
their energy in the photo-mesonic process (Mannheim &
Biermann 1992). For this process to be efficient, it requires
extreme conditions (Sikora et al. 2009; Sikora 2011);
however, operating in the very compact central region, at
distances less than few hundred gravitational radii, it may
occasionally dominate in the X-ray band.

4.2. Broadband Spectral Energy Distribution

Figures 15 and 16 show broadband SEDs of 3C 279 in all
periods as defined in Table 1. In addition, we also extracted an
SED using data taken on 2008 July 31 (MJD 54678), which has
a good energy coverage of the synchrotron emission component
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Figure 8. Spectral energy distribution of Mrk 421 averaged over all the observations taken during the multifrequency campaign from 2009 January 19 (MJD 54850)
to 2009 June 1 (MJD 54983). The legend reports the correspondence between the instruments and the measured fluxes. The host galaxy has been subtracted, and the
optical/X-ray data were corrected for the Galactic extinction. The TeV data from MAGIC were corrected for the absorption in the EBL using the prescription given
in Franceschini et al. (2008).

with previous works. The one-zone homogeneous models are
the most widely used models to describe the SED of high-peaked
BL Lac objects. Furthermore, although the modeled SED is av-
eraged over 4.5 months of observations, the very low observed
multifrequency variability during this campaign, and in particu-
lar the lack of strong keV and GeV variability (see Figures 1 and
2) in these timescales, suggests that the presented data are a good
representation of the average broadband emission of Mrk 421
on timescales of a few days. We therefore feel confident that the
physical parameters required by our modeling to reproduce the
average 4.5 month SED are a good representation of the physical
conditions at the emission region down to timescales of a few
days, which is comparable to the dynamical timescale derived
from the models we discuss. The implications (and caveats) of
the modeling results are discussed in Section 7.

Mrk 421 is at a relatively low redshift (z = 0.031), yet the
attenuation of its VHE MAGIC spectrum by the extragalactic
background light (EBL) is non-negligible for all models and
hence needs to be accounted for using a parameterization for
the EBL density. The EBL absorption at 4 TeV, the highest
energy bin of the MAGIC data (absorption will be less at lower
energies), varies according to the model used from e−τγ γ = 0.29
for the “Fast Evolution” model of Stecker et al. (2006) to
e−τγ γ = 0.58 for the models of Franceschini et al. (2008) and
Gilmore et al. (2009), with most models giving e−τγ γ ∼ 0.5–0.6,
including the model of Finke et al. (2010) and the “best fit”
model of Kneiske et al. (2004). We have de-absorbed the TeV
data from MAGIC with the Franceschini et al. (2008) model,
although most other models give comparable results.

6.1. Hadronic Model

If relativistic protons are present in the jet of Mrk 421,
hadronic interactions, if above the interaction threshold, must

Figure 9. Hadronic model fit components: π0-cascade (black dotted line), π±

cascade (green dash-dotted line), µ-synchrotron and cascade (blue triple-dot-
dashed line), and proton synchrotron and cascade (red dashed line). The black
thick solid line is the sum of all emission components (which also includes the
synchrotron emission of the primary electrons at optical/X-ray frequencies).
The resulting model parameters are reported in Table 3.

be considered for modeling the source emission. For the present
modeling, we use the hadronic Synchrotron-Proton Blazar
(SPB) model of Mücke et al. (2001, 2003). Here, the relativistic
electrons (e) injected in the strongly magnetized (with homoge-
neous magnetic field with strength B) blob lose energy predomi-
nantly through synchrotron emission. The resulting synchrotron
radiation of the primary e component dominates the low energy
bump of the blazar SED, and serves as target photon field for
interactions with the instantaneously injected relativistic pro-
tons (with index αp = αe) and pair (synchrotron-supported)
cascading.

Figures 9 and 10 show a satisfactory (single zone) SPB model
representation of the data from Mrk 421 collected during the
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TeV blazar PKS 1424+240 at z > 0.6 

• Intergalactic absorption put the 
redshift lower limit of 
z > 0.6035.

• Spectral hardening?

• See David Williams’ talk (tomorrow)

The Astrophysical Journal Letters, 768:L31 (6pp), 2013 May 10 Furniss et al.

Figure 1. COS spectra show intervening absorption systems at z = 0.5838, z = 0.5960, and z = 0.6035 (arrows) toward PKS 1424+240 in Lyβ (1025.72 Å), Lyγ
(972.54 Å), and Lyδ (949.74 Å). The COS flux and error (gray) vectors are binned by four pixels (half a resolution element). The continuum fit is shown with a dashed
line. Other intervening absorption is identified with species and redshift in red. Lyα absorption systems are observed to the edge of the detector (1800 Å, corresponding
to zLyα < 0.47). Galactic (v ≈ 0) absorption and instrumental features are labeled in green. Lyα, Lyβ, and Lyγ features are detected at !3σ and will be discussed
further in C. W. Danforth et al. (2013, in preparation).
(A color version of this figure is available in the online journal.)

acceleration paradigm, where the hardest index obtained for the
accelerated leptons is 1.5.

Notably, the hardest blazar spectral index measured by the
LAT has an index of 1.1 but is in statistical agreement with
the theoretical limit (Ackermann et al. 2011; Nolan et al.
2012). Since the LAT is most sensitive to photons at energies
where EBL absorption is negligible, the indices derived from
LAT observations reflect the intrinsically emitted gamma-ray
spectrum. A more conservative limit equal to the LAT-measured
index can be placed under the assumption that blazars do
not harden with increasing energy. For PKS 1424+240, the
contemporaneous LAT-measured index is 1.80 ± 0.07 (Acciari
et al. 2010; Figure 3).

A power-law fit can be applied to the absorption-corrected
points for the redshift lower limit of z = 0.6035, as summa-
rized in Table 2 for each of the EBL models. The fitted indices
for the deabsorbed spectra using the relatively low and medium
EBL models (Gilmore et al. 2012 and Domı́nguez et al. 2011,
respectively) are well within the Γ = 1.5 and Γ = 1.80 ± 0.07
limits. However, the Γ = 0.6 ± 0.8 index resulting from deab-

sorption with the relatively more opaque model from Finke et al.
(2010) is below, but still consistent with, either of the expec-
tations. Improved gamma-ray observations may reveal that this
model is too dense. Other explanations, such as time-dependent
stochastic accelerated inverse-compton scenarios (Lefa et al.
2011a, 2011b) and internal gamma–gamma absorption
(Aharonian et al. 2008), can also account for unusually hard
VHE spectra.

3.2. The Gamma-ray Horizon

Intergalactic gamma-ray opacity due to the EBL has direct
consequences for the estimation of the intrinsic gamma-ray
spectra of extragalactic VHE targets, with the source-emitted
flux being suppressed by e−τ (E,z). This energy- and redshift-
dependent flux suppression requires sources to be exponentially
brighter at larger distances in order to be detectable at VHE.

The opacities probed through the VHE observation of blazars
with redshift information provide insight into the possibility of
a pair-production anomaly, as investigated in Horns & Meyer

3

Hubble/COS Spectra The Astrophysical Journal Letters, 768:L31 (6pp), 2013 May 10 Furniss et al.

Energy (GeV)1 10 210 310

 (
Jy

 H
z)

νFν

1110

1210

1310

1410

1510

1610
Contemporaneous Fermi LAT from Acciari et al. 2010

Contemporaneous Fermi LAT Power-law Fit from Acciari et al. 2010

VERITAS Observed VHE Spectrum from Acciari et al. 2010

z=0.6035 Absorption-corrected Spectrum using Dominguez et al. 2011

z=0.6035 Absorption-corrected Spectrum using Gilmore et al. 2012

z=1.2 Absorption-corrected Spectrum using Dominguez et al. 2011
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spectral point to match the LAT observed spectrum, the blazar needs to be corrected for absorption expected for z ≈ 1.2, shown by blue stars (the upper limit for this
deabsorption is off-scale).
(A color version of this figure is available in the online journal.)

is not expected by standard blazar emission models, but is only
about two standard deviations at the redshift lower limit.

A break between the LAT and VERITAS absorption-
corrected data is apparent. This discrepancy is not likely an
issue of instrumental cross-calibration, as agreement between
VERITAS and LAT observations has been found for other con-
temporaneous blazar observations (e.g., Aliu et al. 2011, 2012).
A portion of this feature may be due to a small level of un-
detected variability. Although short intervals of variability are
difficult to rule out, no long-term variability is detected (Acciari
et al. 2010), making it unlikely that the spectral feature between
the LAT and VERITAS instruments is due to variability alone.

Since z = 0.6035 is a lower limit, it is conceivable that the
discontinuity between the LAT and VERITAS data may in fact
be an unphysical effect arising from the incomplete correction
for absorption by the EBL. The first differential flux point
of the VHE spectrum at 150 GeV cannot be made to match
the LAT extrapolated spectrum without deabsorbing the flux
for a redshift of 1.2 (blue stars in Figure 3). This deabsorbed
spectrum is shown for the Domı́nguez et al. (2011) model, but is
representative of the required distances of z = 1.5 and z = 1.0
when corrected with the Gilmore et al. (2012) and Finke et al.
(2010) models, respectively.

The z = 1.2 corrected VHE spectrum results in a rising
slope, i.e., with an index Γ = −2.5 ± 1.0 when fit with a
differential power law. A VHE spectrum with a rising power
law is difficult to produce even in the most extreme emission
scenarios. Although this redshift value is still in agreement with
the redshift upper limit set by Yang & Wang (2010), we interpret
the unphysical VHE spectrum as evidence that the blazar does
not reside at this distance.

4.1. Possible Signature of Intrinsic Gamma-ray Absorption

Assuming that the blazar resides near z = 0.6035, the
apparent discontinuity between the LAT and VERITAS energy
ranges may be due to gamma-ray absorption in the vicinity

of the blazar. It has been shown that absorption of gamma
rays by a broad-line region (BLR) can produce broken power-
law spectra in bright LAT-detected blazars (Poutanen & Stern
2010). However, this type of absorption is not immediately
expected for an intermediate-/high-synchrotron-peaked source
such as PKS 1424+240, expected to exhibit a clean radiation
environment (Böttcher & Dermer 2002; Ghisellini et al. 1998).

The absorption-corrected VHE point at 500 GeV matches the
LAT power-law extrapolation, with a distinct mismatch to the
100–400 GeV points. A source of gamma-ray opacity that is only
sensitive to photons between 100 GeV and ∼400 GeV is difficult
to explain with an ion continuum such as that present in a BLR.
It has been shown that the optical depth of a BLR containing
UV-continuum and ionization lines produces a constant optical
depth from tens of GeV to beyond 30 TeV (Tavecchio &
Mazin 2009). Since PKS 1424+240 is not expected to harbor a
BLR, it is perhaps more likely that the EBL model is slightly
overcorrecting for the photon absorption around 500 GeV. The
observed hard spectrum might also be explained by secondary
gamma rays produced in cosmic ray interactions along the line
of sight (Essey & Kusenko 2010; Aharonian et al. 2008).

5. CONCLUSIONS

We present the strict redshift lower limit of z ! 0.6035 for
PKS 1424+240, set by the detection of Lyβ and Lyγ lines
from intervening hydrogen clouds. This lower limit makes
PKS 1424+240 the most distant VHE-detected source. At this
distance, VHE observations of the source out to energies of
500 GeV probe gamma-ray opacities of up to τ ∼ 5.

An investigation of possible constraint on the opacity of the
EBL shows that the absorption-corrected power-law fits do not
lie significantly outside of the standard spectral limitations.
However, deabsorption with the Finke et al. (2010) model
produces the hardest intrinsic VHE spectrum. If the blazar
resides at a redshift beyond the lower limit, the deabsorbed
indices may become constraining to even the lowest level EBL
model.
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Two VHE (>100 GeV) gamma rays from 
PKS 0426-380 at z=1.1

• Detection of 2 VHE photons by Fermi/LAT at $aring states.

• But, we did not "nd an exact correspondence to the peak of 
each $are.

• Hardening is seen in the EBL corrected spectrum. 
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VHE Spectral Hardening?

• Spectra of blazars at z > 0.15 show hardening.

The Astrophysical Journal Letters, 751:L11 (4pp), 2012 May 20 Essey & Kusenko

 0

 0.5

 1

 1.5

 2

 2.5

 3

 0  0.2  0.4  0.6  0.8  1  1.2  1.4

∆Γ

z
Figure 1. Spectral change, ∆Γ = ΓTeV − ΓGeV, for TeV detected blazars
observed by Fermi. Data points from the Fermi Second catalog (The Fermi-
LAT Collaboration 2011) were separated into three sets: nearby sources (red
inverted triangles), intermediate sources (green triangles), and distant sources
(blue diamonds). The lines are the best fits to Equation (10) with D = 17.46
(dashed line) and (Γp − Γs ) = 0.995 (solid line).
(A color version of this figure is available in the online journal.)

effect would increase ∆Γ because the variation implies some ad-
ditional softening due to moving past the Compton peak, which
is not supported by the data. TeV spectra, if they are secondary
gamma rays produced along the line of sight, do not depend sig-
nificantly on the gamma-ray or proton spectra of their sources
(Essey & Kusenko 2010; Essey et al. 2010, 2011b; Murase et al.
2012; Razzaque et al. 2012). The dependence on the EBL model
(Finke et al. 2010; Franceschini et al. 2008; Stecker et al. 2006;
Gilmore et al. 2009; Orr et al. 2011) is very weak (Essey et al.
2011b). Thus, the spectral variation does not affect our con-
clusion that the behavior in Figure 1 is consistent with a new
component taking over and dominating the signal for z ! 0.15.
For the same reason, our best-fit line in Figure 1 does not depend
on the choice of the EBL model.

Line-of-sight interactions of cosmic rays can account for
the hard spectra of distant blazars because, in this case, the
observed multi-TeV gamma rays are produced in interactions
of cosmic rays with the background photons relatively close
to Earth (Essey & Kusenko 2010; Essey et al. 2010, 2011b;
Murase et al. 2012). For this reason, the distance to the source
is much less important than in the case of primary sources.
One, therefore, expects the spectra of secondary gamma rays to
exhibit a slower change with redshift.

2. SOFTENING OF A TWO-COMPONENT SPECTRUM

We would like to generalize the Stecker & Scully (2006, 2010)
scaling law to include the additional component at high redshift.
The fluxes of primary gamma rays produced at the source and
of secondary gamma rays produced in line-of-sight interactions
of protons scale with distance d as follows (Essey et al. 2011b):

Fprimary, γ (d) ∝ 1
d2

e−d/λγ (2)

Fsecondary, γ (d) ∝ λγ

d2

(
1 − e−d/λγ

)
(3)

∼
{

1/d, for d $ λγ ,

1/d2, for d % λγ .
(4)

Obviously, for a sufficiently distant source, secondary gamma
rays must dominate because they do not suffer from exponential
suppression as in Equation (2). The predicted spectrum of γ -rays
turns out to be similar for all the distant AGNs. Essey & Kusenko
(2010) and Essey et al. (2010, 2011b) have calculated the spectra
for redshifts of 3C279, 1ES 1101-232, 3C66A, 1ES0229+200,
and several other blazars, all of which yield a remarkably good
(one-parameter) fit to the data (Essey & Kusenko 2010; Essey
et al. 2010, 2011b).

Based on our numerical results using a Monte Carlo propa-
gation code described by Essey & Kusenko (2010) and Essey
et al. (2010, 2011b), we find that the spectra have a weak redshift
dependence and, in the TeV energy range, for 0.2 " z " 0.6, it
can be approximated by the following simple relation:

ΓTeV & Γp + αz, (5)

where Γp is a constant and α ≈ 1.
Let us now consider a flux of TeV gamma rays which is the

sum of two components that have the above-mentioned scaling
with distance:

FTeV = F1
1
d2

exp(−d/λγ ) E−(Γs+DH0d)

+ F2
1
d2

(1 − e−d/λγ )E−(Γp+αH0d) (6)

= 1
d2

[
e−d/λγ

(
F1E

−(Γs+DH0d) − F2E
−(Γp+αH0d))

+ F2 E−(Γp+αH0d)] . (7)

While the overall 1/d2 factor does not affect the spectral
index, the exponential suppression of the first term in squared
brackets in Equation (7) guarantees a sharp change from the
Stecker & Scully (2006, 2010) scaling law to a flatter scaling
law which shows only a weak redshift dependence. The change
occurs when the distance d is of the order of λγ , i.e., at a distance
from the source where EBL optical depth approaches 1. Based
on our numerical calculations, and in agreement with Stecker
& Scully (2006), the corresponding redshift is z ≈ H0d ≈ 0.1.
Taking into account that F1 % F2, one can write an approximate
scaling law as

z2 FTeV ∝ e−z/0.1 F1 E−(Γs+Dz) + F2E
−(Γp+αz). (8)

At lower energies, in the GeV energy range, the flux is
expected to show very little attenuation for z " 0.5 and to follow
the simple relation

z2 FGeV ∝ F̃1 E−Γs . (9)

Thus, we expect that ∆Γ = ΓTeV − ΓGeV should exhibit the
following behavior:

∆Γ &
{
Dz for z " 0.1,

(Γp − Γs) + αz, for z ! 0.1.
(10)

For practical reasons, it is easier and more instructive to
compare the spectral slopes given by Equation (10) with the
data rather than to fit the fluxes in Equation (9).

To select distant sources that are likely to be powerful
sources of cosmic rays (see Table 1), we applied two selection
criteria: we selected gamma-ray emitters which (1) have been

2
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(A color version of this figure is available in the online journal.)

harder spectra above several hundred GeV (see also Finke et al.
2010).

To explain such intrinsically hard spectra, some authors have
recently suggested secondary cascade components generated
by very high energy cosmic-rays or gamma-rays, which may
also offer a probe of intergalactic magnetic fields (e.g., Essey
& Kusenko 2010; Essey et al. 2011; Essey & Kusenko 2012;
Murase et al. 2012; Aharonian et al. 2013). Others have
proposed effects of time-dependence, stochastic acceleration,
or multiple emission components (Lefa et al. 2011a, 2011b).
Future CTA observations of these objects with high energy and
time resolution will elucidate such issues.

The signature of EBL absorption has not been seen in the
spectrum of the extragalactic gamma-ray background (EGB)
above 100 GeV (Ackermann 2011), even though it is naturally
expected if its origin is cosmological (Inoue 2011a; Inoue &
Ioka 2012). By considering the effects of cascade emission,
Inoue & Ioka (2012) have recently shown that if the EGB at
<100 GeV (Abdo et al. 2010b) is entirely composed of known
types of sources whose spectra are well constrained by existing
observations, then the measured EGB at >100 GeV would be
inconsistent with this hypothesis, even for a low EBL such as
proposed here. Further detailed spectral studies of extragalactic
gamma-ray sources are required to resolve this issue.

6. CONCLUSIONS

We have developed models for the EBL over the redshift
range z = 10 to z = 0 on the basis of a semi-analytical

model of hierarchical galaxy formation, into which Pop-III stars
were incorporated in a simplified fashion. Our baseline model is
consistent with a wide variety of observational data for galaxies
below z ∼ 6 (Nagashima & Yoshii 2004; Kobayashi et al. 2007,
2010), and is also capable of reionizing the universe by z < 8.
However, in order to account for the Thomson scattering optical
depth measured by WMAP, the ionizing photon emissivity is
required to be 50–100 times higher at z > 10. This is in line
with recent observations of galaxy candidates at z ∼ 8, as long
as the contribution from faint galaxies below the sensitivity of
current telescopes is not large (e.g., Bouwens et al. 2012). The
“missing” ionizing photons may possibly be supplied by Pop-III
stars forming predominantly at these epochs in sufficiently small
galaxies.

The EBL intensity at z = 0 in our model is generally not far
above the lower limits derived from galaxy counts. Our model is
also in good agreement with the data from Pioneer (Matsuoka
et al. 2011) directly measured from outside the zodiacal region.
The Pop-III contribution to the NIR EBL is !0.03 nW m−2 sr−1,
less than 0.5% of the total in this band, even at the maximum
level compatible with WMAP measurements. The putative NIR
EBL excess (Matsumoto et al. 2005), which also conflicts with
the upper limits from gamma-ray observations (Aharonian et al.
2006a), may have a zodiacal origin rather than Pop-III stars.

Up to z ∼ 3–5, the γ γ opacity in our model is comparable
to that in the majority of previously published models (Kneiske
et al. 2004; Franceschini et al. 2008; Finke et al. 2010; Gilmore
et al. 2012b) below Eγ ∼ 400/(1 + z) GeV, while it is a factor
of ∼2 lower above this energy. The universe is predicted to be
largely transparent below 20 GeV even at z > 4.
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Secondary Gamma Rays?

• Secondary gamma rays from cosmic rays along line of sight 
(Essey & Kusenko ’10, Essey+’10, Essey+’11, Murase+’12, Takami+’13).

• If this is the case, the intergalactic magnetic "elds must 
be 10-17 G < BIGMF < 3 x 10-14 G (Essey+’11). 

• See Hajime Takami’s and Warren Essey’s talks (tomorrow)
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Figure 1. SEDs calculated for gamma-ray-induced (red) and UHECR-induced
(blue) cascade scenarios for KUV 00311−1938 (z = 0.61) using low IR (thick)
and best fit (thin) EBL models deduced by Kneiske et al. (2004) with the analyzed
LAT data (green) with a H.E.S.S. preliminary spectrum (magenta; Becherini
et al. 2012). We take s = 1.76. The isotropic equivalent energy of input gamma
rays for the gamma-ray-induced cascade Liso

γ and of UHECR source protons for
a UHECR-induced cascade Liso

p are 3.5×1046 erg s−1 and 1.1×1047 erg s−1, re-
spectively. The differential sensitivity curve for a 50 hr observation with H.E.S.S.
I (http://www.mpi-hd.mpg.de/hfm/HESS/pages/home/proposals/; dashed line),
and the 50 hr sensitivity goal of the Cherenkov Telescope Array (CTA; Actis
et al. 2011; dotted line) are also plotted. The flux lower than the sensitivity
curve can be achieved under a relaxed criterion of wider energy-bins and lower
significance required to estimate flux in each bin.
(A color version of this figure is available in the online journal.)

reproduced by both gamma-ray- and UHECR-induced cascade
scenarios between 10 and 100 GeV. The UHECR-induced cas-
cade predicts larger flux above 200 GeV and harder spectrum
than the gamma-ray-induced scenario above ∼1 TeV. Prelimi-
nary H.E.S.S. data support the hadronic interpretation. Note that
the redshift of this object is uncertain (see Section 5).

We confirmed that the SEDs of the other more distant sources
in the list, excepting sources with steep spectra, namely PKS
0426−380 and PKS 2142−75, are reproduced by both gamma-
ray-induced and UHECR-induced cascade scenarios for the
quoted redshifts. More distant sources allow the possibility
to distinguish the two scenarios clearly by the difference in
predicted spectral fluxes above ∼1 TeV. Due to their large
distances, a sharper cutoff of the gamma-ray-induced spectra
compared to the UHECR-induced spectra is predicted at the
characteristic EBL absorption energy Ec (Murase et al. 2012b),
and a plateau of emission extending to >10 TeV is predicted in
the hadronic scenario.

In general, differential sensitivity is defined more conserva-
tively than integral sensitivity for IACTs. Conventionally, the
differential sensitivity requires a 5σ signal for a 50 hr obser-
vation in each of four equal-width logarithmic bins per decade,
whereas the integral sensitivity is defined as a 5σ excess of
gamma rays above a given threshold energy for a 50 hr obser-
vation (e.g., Aleksić et al. 2012). Thus, integral flux is more
sensitive to the scenario distinction.

Figure 2 shows the integral flux corresponding to the pre-
dictions in Figure 1. Here, we can obviously recognize that
the UHECR-induced scenario can be distinguished from the
gamma-ray-induced scenario by the Cherenkov Telescope Ar-
ray (CTA). This source is detectable at the 5σ level up to ∼3 TeV
for the low-IR model and ∼1 TeV for the best-fit model in the
UHECR-induced scenario, while it should only be detected up
to ∼500 GeV in the gamma-ray-induced scenario. Detection of
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Figure 2. Integral flux corresponding to the SEDs in Figure 1 (KUV
00311−1938) with the H.E.S.S. I integral sensitivity (presented by Y. Becherini
in Rencontres de Moriond 2009; http://moriond.in2p3.fr/J09/) and the integral
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r = 0.95
which is calculated only from finite flux points.
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(A color version of this figure is available in the online journal.)

this source above 1 TeV would be very strong evidence for a
hadronic origin of the radiation.

We demonstrate this behavior for a more distant source, PG
1246+586, in Figure 3. Despite its distance, this source can
be detected by CTA below ∼200 GeV for both scenarios. It
is possible to distinguish between the two scenarios because
the difference in detecting photons for the two scenarios would
be larger than the range of uncertainties implied by the EBL
models used, even with the flux of the characteristic hadronic
plateau at high energies being below the CTA sensitivity. Thus,
even gamma-ray sources with z ∼ 0.85 can be utilized to
disentangle the two scenarios. Other sources detectable with
50 hr observations with CTA in the source list are Ton 116,
B3 1307+433, 4C +55.17, and PKS 1958−179. Note that
the sensitivity of CTA North may be somewhat worse above
∼10 TeV because no small-size telescopes are projected to be a
part of the array.
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CTA Survey with secondary gamma rays

• Secondary gamma rays will enable us to detect a large 
number of blazars with CTA, especially at >1 TeV.
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Extragalactic Gamma-ray Background

• Numerous sources are buried in the extragalactic 
gamma-ray background (EGB).

Fermi
3-year survey >100 MeV



EGB Spectrum

• Power-law spectrum up to ~400 GeV.
Markus Ackermann  |  Fermi Symposium, Monterey  |  11/01/2012  |  Page  

Comparison to older measurements.

> In agreement with published spectrum.
> Error bars predominantly systematic. Apparent features in the spectrum are 

NOT significant.
> Possible spectral softening at high energies ?

16

Fermi LAT - 44 months, preliminary 

Ackermann+@ Fermi Symposium



Blazars

• Padovani+’93; Stecker+’93; Salamon & Stecker ‘94; Chiang + ‘95; Stecker & Salamon ‘96; Chiang & Mukherjee ‘98; 
Mukherjee & Chiang ‘99; Muecke & Pohl ‘00; Narumoto & Totani ‘06; Giommi +’06; Dermer ‘07; Pavlidou & Venters 
‘08; Kneiske & Mannheim ‘08; Bhattacharya +’09; YI & Totani ‘09; Abdo+’10; Stecker & Venters ‘10; Cavadini+’11, 
Abazajian+’11, Zeng+’12, Ajello+’12, Broderick+’12, Singal+’12, Harding & Abazajian ’12

• Blazars explain 23± 5(stat) ±12 (sys) % of 0.1-100 GeV EGB 

• FSRQs explain 9.3+1.6-1.0 (stat) ±3(sys)  of 0.1-100 GeV EGB
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et al. 2009). In particular at the lowest energies, systematic
uncertainties in the instrument response might compromise the
result of the ML fit to a given source (or set of sources).
In order to overcome this limitation, we constructed, with
the method outlined in Section 7, the log N–log S of point
sources in the 300 MeV–100 GeV band. Considering that
in the E > 100 MeV band, the log N–log S shows a break
around (6–7) × 10−8 ph cm−2 s−1, and assuming a power
law with a photon index of 2.4, we would expect to detect
a break in the (E ! 300 MeV) log N–log S around ∼1.5
× 10−8 ph cm−2 s−1. Indeed, as shown in Figure 21, the break
is detected at 1.68(±0.33) × 10−8 ph cm−2 s−1. Moreover, as
Figure 21 shows, the break of the log N–log S and the one of
the sky coverage are at different fluxes. More precisely, the

source counts start to bend down before the sky coverage does
it. This is an additional confirmation, along with the results of
Section 7, that the break of the log N–log S is not caused by the
sky coverage. The parameters of this additional source count
distribution are reported for reference in Table 5.

8.3. Simulating a log N–log S without a Break

In order to rule out the hypothesis that the sources detected
by Fermi produce most of the GeV diffuse emission, we
performed an additional simulation. In this exercise, the input
log N–log S is compatible with a single power law with a
differential slope of 2.23. At bright fluxes, this log N–log S is
compatible with the one reported in Abdo et al. (2009a) and
at fluxes F100 ! 10−9 ph cm−2 s−1 accounts for ∼70% of

The Astrophysical Journal, 751:108 (20pp), 2012 June 1 Ajello et al.

Energy [MeV]

-210 -110 1 10 210 310 410 510

]
-1

 s
r

-1
 s

-2
d

N
/d

E
 [

M
eV

 c
m

2
E

-510

-410

-310

-210

-110
Nagoya balloon - Fukada et al. 1975
SMM - Watanabe et al. 1997
COMPTEL - Weidenspointner et al. 2000
EGRET - Strong et al. 2004
Swift/BAT - Ajello et al. 2008
IGRB (Abdo et al. 2010d)
Contribution of FSRQs

Energy [MeV]

-210 -110 1 10 210 310 410 510

]
-1

 s
r

-1
 s

-2
d

N
/d

E
 [

M
eV

 c
m

2
E

-510

-410

-310

-210

-110 Nagoya balloon - Fukada et al. 1975
SMM - Watanabe et al. 1997
COMPTEL - Weidenspointner et al. 2000
EGRET - Strong et al. 2004
Swift/BAT - Ajello et al. 2008
IGRB (Abdo et al. 2010b)
IGRB + Sources (Abdo et al. 2010b)
Contribution of FSRQs

Figure 11. Contribution of unresolved (top) and total (resolved plus unresolved, bottom) FSRQs to the diffuse extragalactic background (blue line) as determined
by integrating the luminosity function coupled to the SED model derived in Section 5.3. The hatched band around the best-fit prediction shows the 1σ statistical
uncertainty while the gray band represents the systematic uncertainty.
(A color version of this figure is available in the online journal.)

e.g., BL Lac objects and starburst galaxies make significant
contributions to the IGRB intensity.

7. BEAMING: THE INTRINSIC LUMINOSITY FUNCTION
AND THE PARENT POPULATION

The luminosities L defined in this work are apparent isotropic
luminosities. Since the jet material is moving at relativistic speed
(γ >1), the observed, Doppler boosted, luminosities are related
to the intrinsic values by

L = δpL, (21)

where L is the intrinsic (unbeamed) luminosity and δ is the
kinematic Doppler factor

δ = (γ −
√

γ 2 − 1 cos θ )−1, (22)

where γ = (1−β2)−1/2 is the Lorentz factor and β = v/c is the
velocity of the emitting plasma. Assuming that the sources have
a Lorentz factor γ in the γ1 ! γ ! γ2 range then the minimum
Doppler factor is δmin = γ −1

2 (when θ = 90◦) and the maximum
is δmax = γ2 +

√
γ 2

2 −1 (when θ = 0◦). We adopt a value of p = 4
that applies to the case of jet emission from a relativistic blob
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Radio Galaxies

• Padovani+’93; YI ’11; Di Mauro+’13; Zhou & Wang ’13

• ~25% of EGB

The Astrophysical Journal, 733:66 (9pp), 2011 May 20 Inoue
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jets (Urry & Padovani 1995). The fraction of radio galaxies
with viewing angle <θ is given as κ = (1 − cos θ ). In this
study, the fraction of gamma-ray-loud radio galaxies is derived
as κ = 0.081, as discussed in Section 3.3. Then, the expected
θ is !24◦. The viewing angle of NGC 1275, M 87, and Cen
A is derived as 25◦, 10◦, and 30◦ by SED fitting (Abdo et al.
2009b, 2009c, 2010c), respectively. Therefore, our estimation
is consistent with the observed results.

Here, beaming factor δ is defined as Γ−1(1−β cos θ )−1, where
Γ is the bulk Lorentz factor of the jet and β =

√
1 − 1/Γ2.

If Γ ∼ 10, which is typical for blazars, δ becomes ∼1 with
θ = 24◦. This value means no significant beaming effect
because the observed luminosity is δ4 times brighter than that in
the jet rest frame. On the other hand, if 2 ! Γ ! 4, δ becomes
greater than 2 with θ = 24◦ (i.e., the beaming effect becomes
important). Ghisellini et al. (2005) proposed the spine and layer
jet emission model, in which the jet is composed of a slow jet
layer and a fast jet spine. The difference of Γ between blazars
and gamma-ray-loud radio galaxies would be interpreted using
a structured jet emission model.

We note that κ depends on αr , as in Section 3.2. By changing
αr by 0.1 (i.e., to 0.7 or 0.9), κ and θ change by a factor of 1.4 and
1.2, respectively. Thus, even if we change αr , the beaming effect
is not effective if Γ ∼ 10 but with a lower Γ value, 2 ! Γ ! 4.

5.2. Uncertainty in the Spectral Modeling

As pointed out in Section 2, there are uncertainties in SED
modeling because of small samples, such as the photon index (Γ)
and the break photon energy (εbr). In the case of blazars, Stecker
& Salamon (1996) and Pavlidou & Venters (2008) calculated
the blazar EGRB spectrum including the distribution of the
photon index by assuming Gaussian distributions even with
∼50 samples. We performed the Kolomogorov–Smirnov test
to determine the goodness of fit of the Gaussian distribution
to our sample, and to check whether the method of Stecker &
Salamon (1996) and Pavlidou & Venters (2008) is applicable to

our sample. The chance probability is 12%. This means that the
Gaussian distribution does not agree with the data. To investigate
the distribution of the photon index, more samples would be
required.

We evaluate the uncertainties in SED models by using various
SEDs. Figure 4 shows the total EGRB spectrum (absorbed +
cascade) from the gamma-ray-loud radio galaxies with various
photon index and break energy parameters. The contribution
to the unresolved Fermi EGRB photon flux above 100 MeV
becomes 25.4%, 25.4%, and 23.8% for Γ = 2.39, 2.11, and
2.67, respectively. In the case of Γ = 2.11, the contribution to
the EGRB flux above 10 GeV becomes significant. For the MeV
background below 10 MeV, the position of the break energy
and the photon index is crucial to determine the contribution
of the gamma-ray-loud radio galaxies. As shown in Figure 4,
higher break energy and softer photon index result in a smaller
contribution to the MeV background radiation. To enable further
discussion on the SED modeling, the multiwavelength spectral
analysis of all GeV-observed gamma-ray-loud radio galaxies is
required.

5.3. Flaring Activity

It is well known that blazars are variable sources in gamma
rays (see, e.g., Abdo et al. 2009a, 2010d). If gamma-ray-loud
radio galaxies are the misaligned populations of blazars, they
will also be variable sources. Kataoka et al. (2010) have recently
reported that NGC 1275 showed a factor of ∼2 variation in
the gamma-ray flux. For other gamma-ray-loud radio galaxies,
such a significant variation has not been observed yet (Abdo
et al. 2010b). Currently, therefore, it is not straightforward to
model the variability of radio galaxies. In this paper, we used
the time-averaged gamma-ray flux of gamma-ray-loud radio
galaxies in the Fermi catalog, which is the mean of the Fermi 1 yr
observation. More observational information (e.g., frequency)
is required to model the gamma-ray variability of radio galaxies.
Further long-term Fermi observation will be useful, and future
observation by ground-based imaging atmospheric Cherenkov
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Starburst Galaxies

• Soltan ’99; Pavlidou & Fields ’02; Thompson +’07; Bhattacharya & Sreekumar 2009; Fields et al. 2010; 
Makiya et al. 2011; Stecker & Venters 2011; Lien+’12, Ackermann+’12; Lacki+’12; Chakraborty & Fields ’13

• 4 - 23% of EGB 
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Figure 7. Estimated contribution of unresolved star-forming galaxies (both
quiescent and starburst) to the isotropic diffuse gamma-ray emission measured
by the Fermi-LAT (black points; Abdo et al. 2010f). The shaded regions indicate
combined statistical and systematic uncertainties in the contributions of the
respective populations. Two different spectral models are used to estimate the
GeV gamma-ray emission from star-forming galaxies: a power law with photon
index 2.2, and a spectral shape based on a numerical model of the global gamma-
ray emission of the Milky Way (Strong et al. 2010). These two spectral models
should be viewed as bracketing the expected contribution since multiple star-
forming galaxy types contribute, e.g., dwarfs, quiescent spirals, and starbursts.
We consider only the contribution of star-forming galaxies in the redshift range
0 < z < 2.5. The gamma-ray opacity of the universe is treated using the
extragalactic background light model of Franceschini et al. (2008). Several
previous estimates for the intensity of unresolved star-forming galaxies are
shown for comparison. Thompson et al. (2007) treated starburst galaxies as
calorimeters of CR nuclei. The normalization of the plotted curve depends on
the assumed acceleration efficiency of SNRs (0.03 in this case). The estimates
of Fields et al. (2010) and by Makiya et al. (2011) incorporate results from the
first year of LAT observations. Fields et al. (2010) considered the extreme cases
of either pure luminosity evolution and pure density evolution of star-forming
galaxies. Two recent predictions from Stecker & Venters (2011) are plotted: one
assuming a scaling relation between IR-luminosity and gamma-ray luminosity,
and one using a redshift-evolving Schechter model to relate galaxy gas mass to
stellar mass.
(A color version of this figure is available in the online journal.)

this component and to predict the cosmogenic ultra-high energy
neutrino flux originating from charged pion decays of the ultra-
high energy CR interactions (Ahlers et al. 2010; Berezinsky
et al. 2011; Wang et al. 2011).

Galactic sources, such as a population of unresolved millisec-
ond pulsars at high Galactic latitudes, could become confused
with isotropic diffuse emission as argued by Faucher-Giguère
& Loeb (2010). Part of the IGRB may also come from our Solar
System as a result of CR interactions with debris of the Oort
Cloud (Moskalenko & Porter 2009).

Finally, a portion of the IGRB may originate from “new
physics” processes involving, for instance, the annihilation or
decay of dark matter particles (Bergström et al. 2001; Ullio et al.
2002; Taylor & Silk 2003).

Studies of anisotropies in the IGRB intensity on small angular
scales provide another approach to identify IGRB constituent
source populations (Siegal-Gaskins 2008). The fluctuation an-
gular power contributed by unresolved star-forming galaxies is
expected to be small compared to other source classes because
star-forming galaxies have the highest spatial density among
confirmed extragalactic gamma-ray emitters, but are individ-
ually faint (Ando & Pavlidou 2009). Unresolved star-forming
galaxies could in principle explain the entire IGRB intensity
without exceeding the measured anisotropy (Ackermann et al.
2012a). By contrast, the fractional contributions of unresolved
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Figure 8. Relative contribution of star-forming galaxies to the isotropic diffuse
gamma-ray background according to their redshift and total IR luminosity
(8–1000 µm) normalized to the total contribution in the redshift range 0 < z <
2.5. Top panel: solid contours indicate regions of phase space which contribute
an increasing fraction of the total energy intensity (GeV cm−2 s−1 sr−1) from all
star-forming galaxies with redshifts 0 < z < 2.5 and 108 L" < L8–1000 µm <

1013 L". Contour levels are placed at 10% intervals. The largest contribution
comes from low-redshift Milky Way analogues (L8–1000 µm ∼ 1010 L") and
starburst galaxies comparable to M82, NGC 253, and NGC 4945. The black
dashed curve indicates the IR luminosity above which the survey used to generate
the adopted IR luminosity function is believed to be complete (Rodighiero et al.
2010). Bottom panel: cumulative contribution vs. redshift. As above, only the
redshift range 0 < z < 2.5 is considered.
(A color version of this figure is available in the online journal.)

blazars and millisecond pulsars to the IGRB intensity are con-
strained to be less than ∼20% and ∼2%, respectively, due to
larger angular power expected for those source classes.

6. GALAXY DETECTION OUTLOOK
FOR THE FERMI-LAT

The scaling relations obtained in Section 4.3 allow straight-
forward predictions for the next star-forming galaxies which
could be detected by the LAT. We use the relationship between
gamma-ray luminosity and total IR luminosity to select the most
promising targets over a 10 year Fermi mission.

We begin by creating an IR flux-limited sample of galaxies
from the IRAS Revised Bright Galaxies Sample (Sanders et al.
2003) by selecting all the galaxies with 60 µm flux density
greater than 10 Jy (248 galaxies). Next, 0.1–100 GeV gamma-
ray fluxes of the galaxies are estimated using the scaling
relation between gamma-ray luminosity and total IR luminosity.
Intrinsic dispersion in the scaling relation is addressed by
creating a distribution of predicted gamma-ray fluxes for each

18

Ackermann+’12



Components of EGB

• FSRQs (Ajello+’12), BL Lacs (Abdo+’10), Radio gals. (YI’11), 
Starburst gals. (Ackermann+’12) are guaranteed to 
contribute to EGB.

Total contribution from FSRQ + BL Lac + Radio galaxies + Star-forming galaxies: ~ 50% - 80%

Keep in mind: ~ 25% foreground)modeling)uncertainty)not)included)in)EGB)error)bands)
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Upper Limit on EGB

• Cascade component from VHE EGB can not exceed the Fermi 
EGB data (see also Murase+’12).

• If we try to explain EGB at <10GeV by known sources, the 
observation violates the limit.

Cascade

Absorbed
UL

Intrinsic
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Brightest GRB: GRB 130427A

• z=0.34

• Longest lasting GeV emission (~day)

• Highest energy photon (94 GeV)

The Afterglow of GRB 130427A 17
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Fig. 10.— Observations of the afterglow of GRB130427A spanning from the low-frequency radio to the 100 GeV LAT bands, interpolated

to a series of co-eval epochs spanning from 0.007 days (10 minutes) to 60 days after the burst. Overplotted over each epoch is our simple
forward+reverse shock model from standard synchrotron afterglow theory, which provides an excellent description of the entire dataset,
a span of 18 orders of magnitude in frequency and 4 orders of magnitude in time. The solid line shows the combined model, with the
pale solid line showing the reverse shock and the pale dotted line showing the forward shock contribution. The spur shows the effects of
host-galaxy extinction on the NIR/optical/UV bands. Open points with error bars are measurements (adjusted to be coeval at each epoch
time); pale filled points are model opticel fluxes from the empirical fit in §3.4.

the cooling break may also provide insight into this situa-
tion, as it would in particular negate the use of standard
closure relations based solely on optical/X-ray data if
ν > νc.
Among the parameters derived, the most remarkable is

the very low wind density. This requires a very low mass-
loss rate; for a standard wind velocity of 103 km s−1 our
derived A∗ would indicate a mass-loss rate of only ∼few
×10−8M#/yr. Mass loss rates of this magnitude are a
natural prediction for radiatively-driven winds from mas-
sive, low-metallicity stars; for example, the modeling of
Vink et al. (2001) produces mass-loss rates below 10−7.5

yr−1 only for Z < 0.05Z#. Low mass-loss rates may
also explain why ISM-like density profiles are often pre-
ferred over wind-like ones; in a sufficiently dense envi-
ronment this weak wind would clear out only a relatively
small wind bubble (van Marle et al. 2006). Low densities
are not unprecedented, especially among very luminous
GRBs: Cenko et al. (2011) found similar, low values for
a sample of four LAT-detected events from 2009. With
GRB130427A included, these results show clearly that
low density is not rare and is no obstacle to the produc-
tion of very high-energy gamma-rays, in contrast to some
recent claims in the literature (e.g., Beloborodov et al.
2013). The apparent rarity of low-density, wind-driven
environments among other GRB samples may be a selec-
tion effect; had more sensitive radio follow-up been more
widely available in the past, similar signatures might

have been observed more commonly, including among
less luminous and more distant bursts. The greatly im-
proved sensitivity now available with the upgraded VLA
and ALMA will soon test this prediction.
Our results also illustrate the value of early multi-

frequency radio observations, especially at t < 1 day.
Had the GRB been observed somewhat earlier (t ≈ 0.1–
0.5 d) even more dramatic evolution would have been ob-
served; we predict the millimeter light curve should have
shown a rapid rise to a bright flare with a peak of 15 mJy
at ∼ 6 hr post-GRB. The observation of such a signature
would have presented even stronger verification of the
reverse-shock interpretation for this GRB. While such
observations were not possible in this case, such a flare
would be easily detectable even at significantly higher
redshifts: due to the steep slope below the self-absorption
break the K-correction during the flare rise is relatively
favorable; it would be detectable to CARMA and VLA
to approximately z ≈ 1.2 and to ALMA at almost any
redshift. A similar signature was previously seen in GRB
990123 (Kulkarni et al. 1999) and interpreted in a similar
way; our results provide good reason to believe that this
interpretation was correct and that this similar signature
is probably ubiquituous among moderately luminous and
nearby GRBs showing fast-decaying optical light curves
at early times.
At the opposite end of the spectrum, the extrapola-

tion of the forward-shock synchrotron SED to high fre-
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Fig. 11.— Observed and analytic light curves of the afterglow of GRB130427A at specific frequencies: radio, millimeter, NIR, optical,
UV, soft X-ray (XRT), hard X-ray (BAT), and extreme gamma-ray (LAT). All the major features at all frequencies are reproduced by
our model (black lines), except at the earliest times. The dotted line shows a naive extension of the model back in time, which generally
overpredicts the fluxes at all frequencies (except during the final prompt-emission flare), perhaps due to the end of deceleration of the ejecta
at these earliest epochs. The numbers at the top indicate the times of the SED epochs shown in Figure 10.

quency naturally explains the late-time GeV emission
seen by the Fermi-LAT for this and other bursts. The
long-lived nature of this emission has been a mystery
since it was first hinted at by EGRET observations in
the early 1990s (Hurley et al. 1994). While not com-
pletely precluding other possibilities, our observations
provide strong support for the simplest possible explana-
tion in this case, which is that it is synchrotron emission
from the forward shock (e.g., Kumar & Barniol Duran
2009, 2010; Corsi et al. 2010; De Pasquale et al. 2010;
Ghirlanda et al. 2010), although an inverse-Comptonized
contribution to the very highest (! 10− 100 GeV) ener-
gies, also from the forward shock, is also possible if the re-
ported upturn in the LAT SED for this burst (Fan et al.
2013; Liu et al. 2013) is significant. Any other explana-
tion would have to account for the remarkably similar
spectral and temporal match to the emission that (ab-
sent a high-energy cutoff) the modeling of the rest of the
spectrum predicts should be present in this range.
The success of our model in explaining the overall prop-

erties of this burst provides a strong vindication of the
basic assumptions underlying standard GRB afterglow
theory. The range of behavior possible from standard af-
terglow theory is relatively limited and the opportunities
for inconsistency were numerous, yet no irresolvable con-
flicts were encountered and the parameters derived are
in line with those observed from past GRBs and within
reasonable expectation from theory. While the profusion
of data in the Swift era produced innumerable examples

of non-canonical evolution of GRB afterglows, we show
here that one of the most expansive data sets in time and
frequency ever collected can still fit with good agreement
to the standard theory with only very minor modifica-
tions. This success greatly increases our confidence that
the more complicated temporal and spectral evolution
commonly seen in other GRBs with (flares, plateaus, re-
brightenings) can indeed be understood by relatively sim-
ple extensions to the theory, such as energy input from
a long-lived central engine wind, refreshed shocks, and
wide-jet components.
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and reducing these observations. We thank S. Kulkarni
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Dark Energy & Gamma rays?

• Derive the cosmic expansion rate using gamma-ray horizon.

• Future data may allow to constrain cosmological parameters.

• See Alberto Dominguez’s talk

The Astrophysical Journal Letters, 771:L34 (6pp), 2013 July 10 Domı́nguez & Prada

0.01 0.1 1
Redshift

0.1

1

10

C
os

m
ic

γ
-r

ay
ho

riz
on

,E
0

[T
eV

]

Ackermann+ 12
Domı́nguez+ 13

0.01 0.
Redshift

0.5

1.0

1.5

2.0

2.5

3.0

E
0/

E
0,

f
id

u
ci

al

h = 0.30

h = 0.40

h = 0.50

h = 0.60

h = 0.70

h = 0.80

h = 0.90

h = 1.00

Figure 1. Left panel: the CGRH for different values of the Hubble constant, as predicted from the empirical EBL modeling by D11 described in the text, are shown
with several line styles and colors (a flat ΛCDM cosmology with matter density Ωm = 0.3 is assumed). The CGRH data are taken from Ackermann et al. (2012, filled
green squares) and D13 (filled blue circles). The error bars include the total uncertainty (statistical plus systematic). Right panel: same as left panel but all the E0
values have been normalized to the empirical CGRH derived for the fiducial cosmology with h = 0.7 and Ωm = 0.3.
(A color version of this figure is available in the online journal.)

3. MEASURING THE HUBBLE CONSTANT
FROM γ -RAY ATTENUATION

3.1. Theoretical and Observational Background

The potential of measuring the Hubble constant from γ -ray
attenuation was already pointed out two decades ago by Salamon
et al. (1994) and Mannheim (1996), when the γ -ray experiments
at that time could only study a few sources on the entire sky.
In the last decade, Blanch & Martinez (2005a, 2005b, 2005c)
studied, in a series of papers, the potential of using the CGRH
to constrain cosmology. These investigations were motivated
by the starting operation of the new IACTs such as H.E.S.S.,
MAGIC, and VERITAS (Hinton 2004; Lorenz 2004; Weekes
et al. 2002, respectively). Blanch & Martı́nez used simulated
VHE spectra of blazars, at different redshifts, to estimate how
relevant cosmological parameters could be constrained. Their
analysis was based on the fact that the CGRH depends on
the propagation of the VHE photons through cosmological
distances, which is dependent on cosmology. Yet, they neglected
the contribution on the cosmological dependence encoded in the
evolution of the EBL spectral intensity with redshift. These two
effects are consistently considered in our analysis. Barrau et al.
(2008) also understood the potential of γ -ray attenuation to
constrain cosmological parameters. They derive a lower limit
of the Hubble constant, H0 > 74 km s−1 Mpc−1 at a 68%
confidence level, from the observation of γ -ray photons coming
from a flare of the blazar Mkn 501, which was detected by
HEGRA (Aharonian et al. 1999).

Independently, the knowledge of the EBL has largely im-
proved in the last few years (see, for a review, Primack
et al. 2011, Domı́nguez 2012, and Dwek & Krennrich 2013).
Recently, direct measurements in optical wavelengths of the
EBL in the local universe (Matsuoka et al. 2011; Mattila et al.
2012) have confirmed previous indications (e.g., Aharonian et al.
2006) of an EBL intensity level close to the estimations from
deep galaxy counts (e.g., Madau & Pozzetti 2000; Keenan et al.
2010). Furthermore, realistic EBL models based on large mul-
tiwavelength galaxy data sets such as the one found in D11
and a better theoretical understanding of galaxy evolution (e.g.,
Somerville et al. 2012; Gilmore et al. 2012) have allowed both

the understanding of the EBL at wavelengths where the de-
tection is not possible yet and the convergence of different
methodologies.

3.2. Methodology

We base our estimation of the Hubble constant on the
hypothesis that the evolving EBL is sufficiently well described
by the model presented in D11. This choice is supported, as
mentioned above, by independent observational data sets and
the convergence of EBL models using different methodologies.
The uncertainties in the EBL model, which are estimated by
D11, are also taken into account in our cosmological analysis.
We stress that the CGRH derived in the relevant redshift range
from other EBL models such as those from Franceschini et al.
(2008), Finke et al. (2010), and Gilmore et al. (2012) are within
the uncertainties of the D11 model.

The CGRH derived following the D11 EBL methodology
but adopting different values of the Hubble constant, for a flat
ΛCDM universe with a fixed matter density ΩM = 0.3, is
shown in Figure 1 (left panel). We set the uniform prior that
0.3 ! h ! 1 in agreement with other observational constrains.
This choice is made to avoid the inversion of the trend for
h " 0.3 described in Section 2.2, which makes that the overall
likelihood distribution has two maxima: a global maximum at
h ∼ 0.1 and the value of the Hubble constant that we report.
As discussed in Section 2, we notice that, in the explored H0
range, the universe is more transparent to VHE photons for
lower values of the Hubble constant. Figure 1 also shows the
CGRH data presented in Ackermann et al. (2012) and D13.
Ackermann et al. (2012) stack hundreds of spectra from blazars
detected by the Fermi satellite in order to search for an EBL
attenuation feature. They do not provide directly any results in
terms of the CGRH, but this can be estimated from their Figure 2
taking the average redshift of the bin and the energy value where
exp(−τ ) = 1/e (M. Ajello 2013, private communication). We
note that this energy is not currently probed by Fermi for their
lowest redshift bin (z < 0.2). The error bars shown by D13
are the total statistical plus systematic uncertainties, which are
added in quadrature.
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3. MEASURING THE HUBBLE CONSTANT
FROM γ -RAY ATTENUATION

3.1. Theoretical and Observational Background

The potential of measuring the Hubble constant from γ -ray
attenuation was already pointed out two decades ago by Salamon
et al. (1994) and Mannheim (1996), when the γ -ray experiments
at that time could only study a few sources on the entire sky.
In the last decade, Blanch & Martinez (2005a, 2005b, 2005c)
studied, in a series of papers, the potential of using the CGRH
to constrain cosmology. These investigations were motivated
by the starting operation of the new IACTs such as H.E.S.S.,
MAGIC, and VERITAS (Hinton 2004; Lorenz 2004; Weekes
et al. 2002, respectively). Blanch & Martı́nez used simulated
VHE spectra of blazars, at different redshifts, to estimate how
relevant cosmological parameters could be constrained. Their
analysis was based on the fact that the CGRH depends on
the propagation of the VHE photons through cosmological
distances, which is dependent on cosmology. Yet, they neglected
the contribution on the cosmological dependence encoded in the
evolution of the EBL spectral intensity with redshift. These two
effects are consistently considered in our analysis. Barrau et al.
(2008) also understood the potential of γ -ray attenuation to
constrain cosmological parameters. They derive a lower limit
of the Hubble constant, H0 > 74 km s−1 Mpc−1 at a 68%
confidence level, from the observation of γ -ray photons coming
from a flare of the blazar Mkn 501, which was detected by
HEGRA (Aharonian et al. 1999).

Independently, the knowledge of the EBL has largely im-
proved in the last few years (see, for a review, Primack
et al. 2011, Domı́nguez 2012, and Dwek & Krennrich 2013).
Recently, direct measurements in optical wavelengths of the
EBL in the local universe (Matsuoka et al. 2011; Mattila et al.
2012) have confirmed previous indications (e.g., Aharonian et al.
2006) of an EBL intensity level close to the estimations from
deep galaxy counts (e.g., Madau & Pozzetti 2000; Keenan et al.
2010). Furthermore, realistic EBL models based on large mul-
tiwavelength galaxy data sets such as the one found in D11
and a better theoretical understanding of galaxy evolution (e.g.,
Somerville et al. 2012; Gilmore et al. 2012) have allowed both

the understanding of the EBL at wavelengths where the de-
tection is not possible yet and the convergence of different
methodologies.

3.2. Methodology

We base our estimation of the Hubble constant on the
hypothesis that the evolving EBL is sufficiently well described
by the model presented in D11. This choice is supported, as
mentioned above, by independent observational data sets and
the convergence of EBL models using different methodologies.
The uncertainties in the EBL model, which are estimated by
D11, are also taken into account in our cosmological analysis.
We stress that the CGRH derived in the relevant redshift range
from other EBL models such as those from Franceschini et al.
(2008), Finke et al. (2010), and Gilmore et al. (2012) are within
the uncertainties of the D11 model.

The CGRH derived following the D11 EBL methodology
but adopting different values of the Hubble constant, for a flat
ΛCDM universe with a fixed matter density ΩM = 0.3, is
shown in Figure 1 (left panel). We set the uniform prior that
0.3 ! h ! 1 in agreement with other observational constrains.
This choice is made to avoid the inversion of the trend for
h " 0.3 described in Section 2.2, which makes that the overall
likelihood distribution has two maxima: a global maximum at
h ∼ 0.1 and the value of the Hubble constant that we report.
As discussed in Section 2, we notice that, in the explored H0
range, the universe is more transparent to VHE photons for
lower values of the Hubble constant. Figure 1 also shows the
CGRH data presented in Ackermann et al. (2012) and D13.
Ackermann et al. (2012) stack hundreds of spectra from blazars
detected by the Fermi satellite in order to search for an EBL
attenuation feature. They do not provide directly any results in
terms of the CGRH, but this can be estimated from their Figure 2
taking the average redshift of the bin and the energy value where
exp(−τ ) = 1/e (M. Ajello 2013, private communication). We
note that this energy is not currently probed by Fermi for their
lowest redshift bin (z < 0.2). The error bars shown by D13
are the total statistical plus systematic uncertainties, which are
added in quadrature.

3

The Astrophysical Journal Letters, 771:L34 (6pp), 2013 July 10 Domı́nguez & Prada

Our analysis is based on applying a maximum likelihood
technique in order to find which CGRH models (and therefore
which Hubble constant) are favored by the CGRH data. In this
analysis, the systematic uncertainties in the determination of
the Hubble constant are considered as well. These are measured
by applying our maximum likelihood methodology to the cases
that bracket the evolving EBL uncertainties given in the D11
model.

Figure 1 (right panel) shows the predicted CGRH estimated
adopting different values of the Hubble constant but normalized
at the values obtained for the CGRH model with fiducial
cosmological parameters h = 0.7, Ωm = 0.3, and Ωm = 0.7.
This figure is intended to highlight the largest dependence with
redshift. Hence, we can see that the highest sensitivity to the
Hubble constant is approximately in the range from redshift
0.04 to 0.1. This is a smoking gun for planning upcoming
IACT observations and analysis of VHE sources, which will
yield competitive constrains on H0. The reason for this optimal
redshift is that this is the window where τ = 1 at energies where
the optical depth flattens with energy (see Figure 17 in D11).
For lower redshifts, this occurs at τ < 1 and for higher redshifts
at τ > 1. The flattening in τ produces that small changes in h
imply significant variations in E0.

In the present work, the best-fit CGRH model to the ac-
tual data yield a value of the Hubble constant of H0 =
71.8+4.6

−5.6(stat)+7.2
−13.8(syst) km s−1 Mpc−1. In applying this proce-

dure we have to assume that the uncertainties of the CGRH data
(which include systematic uncertainties in the Fermi Large Area
Telescope energy scale; see D13) are distributed as a Gaussian,
which is not necessarily true. In the likelihood fit, the width σ of
the Gaussian, this is, ∝ exp(−(x −µ)/(2σ 2)), is assumed as the
mean value between the lower and upper uncertainty of the data
being fitted. As explained above, the statistical errors are derived
from the maximum likelihood fit and the systematic uncertain-
ties are then accounted for the EBL modeling. We notice that
the EBL model uncertainties are asymmetric (see Section 6.1
in D11) and therefore also the systematic uncertainties in the
Hubble constant estimation.

The value of H0 obtained here, based on γ -ray attenuation,
with a total accuracy of about 18%, is in good agreement with
that of other present-day methods, as shown in Figure 2. Our
estimate is compared with the Hubble constant and its uncer-
tainties obtained using the distance ladders of Cepheids (Freed-
man et al. 2012), type Ia supernovae (SNe; Riess et al. 2011),
and extragalactic H ii regions (Chávez et al. 2012) as well as
those provided by cosmological probes such as the latest results
from the cosmic microwave background (CMB) data, i.e., At-
acama Cosmology Telescope (ACT; Fowler et al. 2010), South
Pole Telescope (SPT; Keisler et al. 2011), Wilkinson Microwave
Anisotropy Probe (WMAP9; Hinshaw et al. 2012) and Planck
Space Telescope (Ade et al. 2013), BOSS galaxy clustering
(A. Chuang et al. 2013, in preparation), baryonic acoustic oscil-
lations (BAO; Anderson et al. 2012), time-delay strong gravita-
tional lensing (Suyu et al. 2013), and the Sunyaev–Zel’dovich
effect plus X-ray measurements of high-redshift galaxy clusters
(Bonamente et al. 2006). We also show the results obtained from
the combined measurement using different techniques, which
are taken from Hinshaw et al. (2012) and Ade et al. (2013); see
Figure 2.

From our methodology, it is possible to test the dependence
of the CGRH with other cosmological parameters such as the
matter density Ωm. The procedure is the same as that adopted
in the case of the Hubble constant. Now, the Hubble constant

50 55 60 65 70 75 80 85 90
H0 [km s−1 Mpc−1]

Gamma-ray attenuation (This work)

eCMB+BAO+Cepheids+SNe (Hinshaw et al. 2013)

Planck+WP+highL+BAO (Ade et al. 2013)

High-redshift galaxy clusters (Bonamente et al. 2006)

Type Ia supernova (Riess et al. 2011)

Gravitational lensing (Suyu et al. 2012)

CMB+BAO (Anderson et al. 2012)

Extragalactic HII (Chávez et al. 2012)

CMB (Hinshaw et al. 2013)

Galaxy clustering (Chuang et al. 2013)

Cepheids (Freedman et al. 2012)

Figure 2. The Hubble constant H0 derived from different methodologies.
The measurement presented in this work is shown with a red star. For this
measurement, the statistical uncertainties are shown with darker red, whereas the
total uncertainties (statistical plus systematic, added in quadrature) are shown
with lighter red. The combined value presented by Hinshaw et al. (2012) is
shown with a blue hexagon, which includes CMB data from WMAP9 plus the
ground-based SPT and ACT (extended CMB or eCMB), BAO, and Cepheids
plus SNe measurements. The CMB+BAO measurement by Anderson et al.
(2012) includes CMB data from WMAP7 and BAO from the Sloan Digital Sky
Survey-II luminous red galaxy sample plus data from the Baryon Oscillation
Spectroscopic Survey (BOSS). The results from the Planck Space Telescope
combined with WMAP polarization low-multipole likelihood (WP) plus high-
resolution CMB data (highL and BAO; Ade et al. 2013) are shown with a
green square. As a reference, a shaded region is showing the H0 value from the
Cepheids distance ladder.
(A color version of this figure is available in the online journal.)

is being fixed and Ωm is varied. The results can be seen in the
left panel of Figure 3. The same procedure can be taken in
order to determine the dependence of the CGRH on the dark
energy equation of state w by substituting ΩΛ in Equation (5)
by ΩΛ(1 + z)3(1+w). These results are shown in the right panel of
Figure 3. In both cases Ωm and w, we find that the CGRH does
not significantly depend on these parameters and their constrains
from γ -ray attenuation are hardly feasible.

4. DISCUSSION AND CONCLUSIONS

In this Letter we have demonstrated the degree of maturity
accomplished in γ -ray astronomy on measuring, for the first
time, the Hubble constant, which is in good agreement with
present-day distance ladder methods and cosmological probes.
This has been possible thanks to the new generation of IACT
telescopes and the Fermi satellite, combined with multiwave-
length observations of a sample of well-studied blazars up to
z = 1 plus the advances in the EBL knowledge.
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Summary
• 2000, 500, and 150 sources at >100 MeV, >10 GeV, and 

>100 GeV, respectively.

• Two distant VHE sources are newly found.

• One is at z > 0.6 and the other is at z ~ 1.1.

• EBL corrected blazar spectra indicate a new component.

• The origin of EGB is now well understood; blazars, 
starbursts, & radio galaxies.

• We may be able to probe “Dark Energy” with gamma rays.


