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MICE Raw Data 

Raw data on Grid, for up to December 2012 run 
inclusive 

• Data validation up to last December (run 4778)

• All data tarballs valid (internal checksums OK)

• All data tarballs have two copies on tape at Tier 1 
Castor

• All data tarballs have overall checksums match 
between Castor and MLCR copy

• Copies of data at RAL PPD, Imperial College (web) 
and Brunel (Grid/WebDAV)
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MICE Data 

Copies of data at RAL PPD, Imperial College (web) and 
Brunel (Grid/WebDAV)
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Offline Reco 

MAUS installed at RAL Tier1 for Offline Reco 

• automated process waiting for new raw data files

• when a new data file appears, makes Offline Reco 
and run-specific Monte-Carlo job using latest 
approved MAUS 

• uses fast-response queue at RAL Tier1

• automatically runs MAUS jobs, creates output 
tarballs, saves them to Grid disk and tape :)

• said MAUS jobs didn't actually save the RECO 
information :( (leftover script from the development 
process)

• Should be working with the next MAUS release
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Offline Reco Data

• automatically runs MAUS jobs, creates output 
tarballs, saves them to Grid disk and tape :)
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CVMFS

CVMFS 

• a read-only filesystem based on HTTP; uses caching 
to give (usable) global coverage

• the master copy, Stratum-0, is at the RAL Tier1

• installed on Grid clusters at Brunel and Imperial

• testing MAUS - configuration modifications next 
release

Will then run Batch Offline reco for all/most data so 
far
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Future

Future:

• Batch Offline Reco

• automated Data Mover at end of each run

• hardware dongles for mover and reco certificates
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