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Weekly Report 

Period (29.09-05.10) 
INFN 
(CERN-INFN) 
Total number of fails on channel – 44426 
all average max min m_id m_example 

827 118 544 0 21 DESTINATION during PREPARATION phase: [GENERAL_FAILURE] CastorStagerInterface.c:2507 
Device or resource busy (errno=0, serrno=0) 

2329 333 1425 0 52 a system call failed (Connection refused)

1057 151 1005 0 321 DESTINATION during PREPARATION phase: [GENERAL_FAILURE] destination file failed on the 
SRM with error [SRM_FAILURE] 

7235 1034 3900 0 306 failed to prepare Destination file in 180 seconds

1775 254 1714 0 309 DESTINATION during PREPARATION phase: [CONNECTION] failed to contact on remote SRM 
[srm]. Givin' up after 3 tries 

4497 642 3854 0 347 DESTINATION during PREPARATION phase: [CONNECTION] service timeout during [SrmPut]

22728 3247 12818 0 356 DESTINATION during PREPARATION phase: [REQUEST_FAILURE] [SRM_FAILURE] [SrmPut] 
failed: SOAP-ENV:Client - initFileStatuses: cannot create path [path]Permission denied 

134 19 70 0 366 SOURCE during PREPARATION phase: [INVALID_PATH] CastorStagerInterface.c:2162 No such 
file or directory (errno=0, serrno=0) 

 

 
(INFN-CERN) 
Total number of fails on channel – 27710 
all average max min m_id m_example 

2684 383 662 0 32 SOURCE during PREPARATION phase: [INVALID_PATH] specified file(s) does not exist

927 132 577 0 75 SOURCE during PREPARATION phase: [GENERAL_FAILURE] CastorStagerInterface.c:2162 Required 
tape segments are not all accessible (errno=0, serrno=0) 

117 17 106 0 313 SOURCE during PREPARATION phase: [REQUEST_TIMEOUT] failed to prepare source file in 180 
seconds 

5228 747 4543 0 315 SOURCE during PREPARATION phase: [CONNECTION] service timeout during [SrmGet]

2558 365 1713 0 344 SOURCE during PREPARATION phase: [GENERAL_FAILURE] CastorStagerInterface.c:2162 Required 
tape segments are not all accessible (errno=98, serrno=0) 
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5493 785 3115 0 352 SOURCE during PREPARATION phase: [REQUEST_FAILURE] [SRM_FAILURE] [SrmGet] failed: 
SOAP-ENV:Client - Operation now in progress 

83 12 73 0 354 
SOURCE during PREPARATION phase: [REQUEST_FAILURE] [SRM_INVALID_REQUEST] 
[SrmGet] failed: SOAP-ENV:Client - RequestRegister.c:182 request record not found in spool, open(xml) 
and open(addres) failed: Timed out (errno=115, serrno=1004) 

 
 
SARA 
(CERN-SARA) 
Total number of fails on channel – 23162 
all average max min m_id m_example 

345 49 196 0 12 451 Local resource failure: malloc: Cannot allocate memory

950 136 528 0 23 DESTINATION during PREPARATION phase: [GENERAL_FAILURE] RequestFileStatus#[id] failed 
with error:[ [DATE] state Failed : GetStorageInfoFailed : file exists, cannot write  

5340 763 2106 0 32 SOURCE during PREPARATION phase: [INVALID_PATH] specified file(s) does not exist

46 7 30 0 366 SOURCE during PREPARATION phase: [INVALID_PATH] CastorStagerInterface.c:2162 No such file 
or directory (errno=0, serrno=0) 
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GRIDKA 
(GRIDKA-CERN) 
Total number of fails on channel – 22814 
all average max min m_id m_example 

174 25 164 0 10 500 java.lang.reflect.InvocationTargetException: 

24 3 19 0 66 FINAL:SOURCE: [SRM_FAILURE] [SrmGet] failed: SOAP-ENV:Client - CGSI-gSOAP: Error reading 
token data: Success 

15080 2154 2694 0 90 
FINAL:SRM_SOURCE: Failed on SRM get: Failed SRM get on [addres] call. Error is 
RequestFileStatus#-[] failed with error:[ at Wed Feb 21 12:18:44 CET 2007 state Failed : file not found : 
path [path] not found  

828 118 203 0 313 SOURCE during PREPARATION phase: [REQUEST_TIMEOUT] failed to prepare source file in 180 
seconds 

119 17 89 0 363 Final error on SOURCE during PREPARATION phase: [CONNECTION] [SrmGet] failed: SOAP-
ENV:Client - CGSI-gSOAP: Could not open connection ! 

303 43 172 0 365 Final error on SOURCE during TRANSFER phase: [TRANSFER_TIMEOUT] globus_ftp_client_size: 
Connection timed out 
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