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e ee Introduction

Enabling Gridsfor E-sciencE

CMS “Compact Muon Solenoid” is one of the four particle
physics experiment that will collect data at LHC “Large
Hadron Collider” starting in 2008 at CERN

The large amount of produced data (events) should be
available for analysis to world-wide distributed physicists

CMS will produce

~2 PB events/year (assumes startup luminosity
2x1033 cm-2 s-1)

All events will be stored into files
O(10"6) fileslyear

Files will be grouped in Fileblocks
O(10"3) Fileblocks/year

“bunch crossing” every 25 nsecs. Fileblocks will be grouped in Datasets
100 “triggers” per second O(1073) Datasets (total after 10 years of CMS)
Each triggered event ~1 MB in size 0.1- 100 TB
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CHEE Issues and help

Enabling Gridsfor E-sciencE

In order to
store and manage this huge quantity of data
assure data access to physicists of CMS collaboration
assure enough computing power for data analysis and simulation

guarantee resources and data availability to allowed users

Tools for accessing distributed data and resources are
provided by WLCG (World LHC Computing Grid) with two main
different flavours

LCG/gLite in Europe, OSG in the US
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CMS computing model

Enabling Gridsfor E-sciencE

The CM S offline computing system isarranged in
hierarchical Tiersgeographically distributed.

Data fromdDA(gj ?_re sent,
. stored and first
Of'ﬂlne fo'm recorded data step reconstructed
' | at Tier-0, then
spread over Tls

Online system

Tier O CERN Computer center

‘ i T1s take care about
Tiern 1 France N IT(;'% + . Eern?'IC(lb + e e calibration, skimming
- Reglonal Center” ~\kkeqgional Center~ and reconstruction.
Reg'onal Center MMM |!IIII Ll They sent data to T2s

I
T2s provide power for
analysis and

simulation
workstation
< 7] 3 ) E] ) accessible
‘ > > O via grid
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Cy Distributed analysis

Enabling Gridsfor E-sciencE

The analysis in a distributed environment is a complex
computing task because it assume to know:

which data are available
where data are stored and how to access them

which resources are available and are able to comply with
analysis requirements

Grid and CMS infrastructure details

Users point of view:

Want to analyze distributed data as they were in the local farm
Don’t want to became Grid experts
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CHEE Analysis chain

Enabling Gridsfor E-sciencE

The CMS collaboration is developing some tools

Interfaced with Grid services to simplify the analysis
task, including

Agents for automatic data distribution among tiers
Catalogs for data location
CMS software distribution and installation

CRAB user-friendly tool to help users to run their analysis code
on data available at remote sites, hiding Grid and CMS
Infrastructure details
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CHEE CRAB

Enabling Gridsfor E-sciencE

The aim of CRAB (Cms Remote Analysis Builder) is to
simplify the work of users to create, submit and
manage their analysis job in Grid environments.

Users have to develop their analysis code in a
Interactive environment and decide which data to
analyse.

CRAB handles data discovery, resources availability,
job creation and submission, status monitoring and

output retrieval. | f
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Gy The user-friendly tool

Enabling Gridsfor E-sciencE

CRAB is a user-friendly tool

Simple to install (distributed as tar archive)
Only a configuration file where to provide analysis information
Command line for actions (under user control)

>>crab -create

>>crab -submit  (.... -status, -getOutput, -Kill....)

Requirements

To interact with the Grid services and resources: CRAB must be
installed in a Ul

To interact with CMS environment: the CMS software has to be
available in the Ul
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CRAB “standalone” flow

Enabling Gridsfor E-sciencE

The user working In the User Interfauew
1)writes his analysis code as In a local envionme

2xdecides which data to analyze (Dataset Name)
3)modifies the CRAB configuration file with analysis
info

C++ user code M Joh 3.
Zdy 2200 g
CRAB.cfg: \%J; / é
Dateset Neme ‘bo /;éée //f\’\\
Number of events 0& o / 6@
Number of jobs 9 @0-’ // Q)Q’
How to manage produced ) Q’b / 0)0
output / // 0@
s
{/ 1) CRAB takes user code and configuration
/ Data Discovery system: \ file
2) CRAB uses the dataset name to query the

Data Data
Bookkeeping System Location System

Which kind of data Where event

are available in the collections of a dataset
distributed environmem  are storad in the

and how the datasetis distributed

split in event collection ] environment

Starage Element Name

N Y,
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/ CRAB Is Installed on the User Intarfaox

Data Discovery System and to find out
where the data are stored

3) Creates the wrapper of user anaiysis code
to be run in the distributed environment and
the package of user code

4) Splits the analysis payload according to
data location

5) CRAB submils created jobs to the Grid.

The SE name is used to drive the Warkload |
Management System to match remote
resgurces
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Other CRAB functicnalities:

«Monitoring of job status

«Kill and resubmission of jobs

*Retrieval and handling of user output:
copy to Ul orto & generic Storage Element

*These functionalities are fully
authomatized using CRAB server

i@s’m’

WMS
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CEEE Other Iinfo

Enabling Gridsfor E-sciencE

CRAB was born in April 2005
It is written in python

Users appreciated the tool, providing feedback and
asking for improvements

CRAB was used by many CMS collaborators to analyze
remote data for CMS Physics TDR, otherwise not
accessible

Involved in most of the CMS Challenges

the Magnet Test Cosmic Challenge

the Computing, Software, and Analysis (CSA06) Challenges
over millions of simulated events
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CRAB usage during CSA06

Enabling Gridsfor E-sciencE

CSA 2006 (last 2006 & 7

quarter): : :
jobs/day peak: 18 kjobs %“’“‘” .
Average rate: 9 kjobs/day g

b
&

destination dataset

Jmi3b_TThar_inclusive DST
Jmo3b_Wjet=_85_150 DST
bt03_gedl70_tth DIGI
bt03_ttH120_8j DIGI
sU0E_pyt_LM1 DST
Jmi3b_Wjets_50_85 DST
bto3_ttjj_ttH DIGI
SUOS_pyt_lmZ_sqzchiz DST
Jme3b_TThar_leptonic DST

cmslogoe Fhal .gon
cefl-log.cr.chaf infh.it
Ixgateld.cern.ch
log-gridka-ce .fzk.de
lxgatelS.cern.ch
cedl.pic.es
gridee.iihe.ac.be
colegoelitl. inZpd. fr
lugflZ0 e ide=iniva.edu.
oelogeel 102, in2p3. fr hgoS_ubb_lbb_tapres: DIGI
gridbaZ.ba.infn.it : : : : : : : : : : : eg03_jets_2¢_pt170up DIGI
red.unl .eduy : : . . o . . . . : . Sm05_d929 OsT
grid-ce.desy.de : : : : n03b_qod_380_470 0ST

cnagrid0Z.hep .wisc.edu Top 20 CE Where egh3_tt_zl_pyth OST Top 20 dataset

tZ-ce-02.1nl.infn. it : : : : . : . : : : : bt03_godl70_2tauj DST
logoedd .gridpp.rl.ac.uk : : : C RAB —J;O bS run : : : Jn03h_ged_50_120 DST
gricdol.phy.nou.edu B : ! N N . N N N N ! : Jmo3h_Z jets_20_50 DST
t2emz02 cedsc. eduy : : : : : : : : : : : Jmo3b_Wjets_150_250 05T

legnz.ciemat .es : : : : : : : : : : : bto3_gg_bbh200_2taujmy OIGI
pocmsgridds . pi.infn.it bto3_udsg_pt120_170 DIGI : : : : : : :
0 BOOG 12000 18000 24000 30000 36000 42000 45000 54000 60000 G000 0 000 00 12000 16000 20000 24000 ZE000
I FEORT [ ExT=0 [ EXTi=0 jobs I AEORT = ExT=0 [ ExTi=o Jjobs
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The CRAB client — server idea

Enabling Gridsfor E-sciencE

Current users community ¢ ¢ :
~600 users in 2007 * :Z ] EHE
The average daily number ~70 L _““ ]

Their number is increasing =]} - || | e

The submission jobs too... ™ Ttk :

31_06575”2‘)' Rl 94_‘%& 5 ﬂl_m}g?s DI%} 223 Qﬂ‘djg 27 0\?_%;24 Dr%s 2239 EE_QUE 28 Q?_%Le 23 30 0?_76‘:";1 28 D"%p

weeks

When real data will be
available the foreseen
number of analysis job is
100 kjobs/day

We need to improve the ——— CRAB client — server architecture
scalability of whole system.
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Cy Why a CRAB server?

Enabling Gridsfor E-sciencE

To increase the scalability of the whole system to
comply with the CMS requirements (100 kjobs/day)

To reduce the user load automating most of the action
done via command line, as submission, error handling,
output retrieval, resubmission

To improve the reliability of the system delegating to
the server jobs handling

Constraints:
direct and Server submission modes must be transparent
same configuration file, same commands interface
simple switch from standalone to server mode and vice versa
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Cy CRAB Client - Server flow

Enabling Gridsfor E-sciencE

_CRAB Client

The server:

Get tasks/credentials
Multi-threaded submit
Monitor automatically the
jobs life-cycle
Retrieve automatically th
output

Handle errors automatically

Decide whether to resubmit

CRAB server

=7

BOSS DB siftp server

Dataset Discovery
lleblocks

fileblocks
wwsme| _ >
SEs

DLS

JObS Dataset Location
Notify the users whenever ﬁ' Job
done trivial file catalog
Output -
File Il_ocatlon
SE

Output
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Cy Server architecture

Enabling Gridsfor E-sciencE

The server
components are
Independent and
Implemented as
agents communicating
through an
asynchronous and
persistent message
service.

CRAB Submission Thraads

Monitoring Related
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Server usage

Enabling Gridsfor E-sciencE

Crab distinct users from the beginning of 2007

55 Weeks from 2007/01 to 2008/04 UTC 120

100

i i i
Feb 2007 Mar 2007 Apr 2007 May 2007 Jun 2007 Jul 2007 Aug 2007 Sep 2007 Oct2007 Mov 2007 Dec 2007 Jan 2008

~ 600 users CRAB standalone

Number of Crab users per day for January 2008
35 Days from 2008-01-01 to 2008-02-05 UTC

a
2008-01-022008-01-052008-01-082008-01-112008-01-142008-01-172008-01-202008-01-232008-01-262008-01-292008-02-012008-02-04

W Direct || Sarver W Direct || Server
~40 users CRAB client server
jobs per activity jobs per submissiontype
production
CrabASTest Drectf I
JobRobot
AnAlysis I
Server{” |
unknown .
2500 5000 7500 10000 12500 15000 17500 20000 2250
R 50000 100000 150000 200000 250000 300000 350000
number of jobs
* server test 31.09-01.10 2007

* reached up to 19 kjobs in 1 day ‘

CRAB job submitted in January 2008



Terminated Jobs 7 Day
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Date

B CERN-PROD = INFM-TI USCMS-FNAL-WCI-CE

m FZE-LCG2 B RAL-LCG2 USCMS-FRNAL-WCA-CEZ

| IN2P3-CC

B Tamwan-LCG2 m pic

53746 (17.2%)

F2710 [2.534:)

B 125104 (410%) 2 9413 (3098
B 46513 (14.970)
B 10328 (3.3%)
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Some statistics

~300000 jobs terminated
In January 2008

2413 [3.0%)

QITE [2.09)
46040 [14.79%)
' ' 128104 (41.0%5)
10328 [3.29%)
46513 (14.9%)
H3T4E (17.2%%)
B 7215 (23%) 0 46040 (14.730)

B 1664 (05%) M 9378 (309%)
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CHEE Job failures

Enabling Gridsfor E-sciencE

Grid and CMS infrastructure
congestion of RB/WMS.
problem with the copy of output file to Storage Element
wrong site installation
CMS infrastructure
CMSSW software not available
CMSSW misleading error code
problems with published dataset (some input file not found)

User code not correct
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TO000 (7 4%)

T 13T e
124 17 e

135 (0.1%)

137 (10.5%5)

G0307 [33.2%) 138 [0.295)
139 [2.9%)

8000 [0.0°5)

8001 [4.3%)

50110 (0.0%)

60302 (26 6%)

-1 10%) 11 0020 W 122 0.0%%0 B 128 D290 B 2001 (4.720) W 10024 (0,820
B1(T.6% W65 (0.5%) M134(22%) M13929%) WS8002(0.0%) E 50110 (0.0%)
H2(00% W90 (14%) M13500.1%) H143 [0.19%) W 10020 00%) M60302 (26.69%)

E4000% 127 0.8%) 137 (10.8%) ¢ 8000 (0.0%) M 10030 [03%) 60307 (I3.29%)

Also due to input file not found

Also due to problem with copy to SE
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Failure statistics

% |Error Code Description
33 60307 Failed to copy an output
file to the SE
26.6 60302 Output file(s) not found
10.5 137 killed, unblockable
(POSIX)
7.6 1 Hangup
7.4 70000 Output_sandbox too big
for WMS
4.3 8001 CMSSW exception
2.9 139 Abort(ANSI)
1.4 90 Application exception
1.0 -1 Error without spec.
0.8 10034 Required application
version is not found at
the site
70000 7aea ) (0.8 127 Error while loading
shared library
0.5 65 End of job from user
application
0.3 10030 VO _CMS_SW_DIR not
defined
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Cy Conclusion

Enabling Gridsfor E-sciencE

CRAB was born in April 05

A big effort to understand user needs and how to use in
the best way services provided by Grid

Lot of work to make it robust, flexible and reliable 2 from
CRAB “Standalone” to CRAB Client-Server

The support is an important task: need effort by us,
remote site manager and Grid service in order to improve
the stability of the system

Users appreciate the tool and are asking for further
Improvements

The use of CRAB proves the distributed analysis works
for a generic CMS user !
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CHEE Documentation

Enabling Gridsfor E-sciencE

CRAB homepage
http://cmsdoc.cern.ch/cms/ccs/wm/www/Crab/

CRAB twiki
https://twiki.cern.ch/twiki/bin/view/CMS/CRAB
https://twiki.cern.ch/twiki/bin/view/CMS/CrabServer

CRAB mailing list for users
https://hypernews.cern.ch/HyperNews/CMS/get/crabFeedback.html
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