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CHEE Introduction

Enabling Grids for E-sciencE

What is VO support?
It can mean several things
Provide expertise for development
Application porting
Application-Grid interface development
User tools, utilities

Middleware testing
User support
GGUS
Provide support for operations

Help debugging problems with sites and services
Participate to VO-specific Grid operations

Provide training and documentation
GILDA, UIG, NA3
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Virtual Organisations in EGEE

Enabling Grids for E-sciencE

EGEE users come from about = e o

O astrop 600

100 Virtual Organisations i

Astronomy & Astrophysics oo

H . Bealce 4007 ACtlve users
Computational Chemistry

| cesga 300

Earth Sciences

Fusion o
High Energy Physics o
Life Sciences 1

Condensed Matter Physics e

Computational Fluid Dynamics e N .

Computer Science

Finance Affected users
Active users are about 8000,
22000 users benefit from the &2
work done on the EGEE Grid coo ﬂ
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EGEE infrastructure

Enabling Grids
for E-sciencE

50000 CPUs
25 PB of data
10° jobs/day

Imperial College

GridPP

\ ~ UK Computing for Particle Physics
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Cy Basic VO relationships

Enabling Grids for E-sciencE

Application testing
Functionalit
4 Amount of resources
Scalabilit
4 Deployment strategy
Reliability and schedule




Cy VO interactions with EGEE

Enabling Grids for E-sciencE

Technical Coordination Group
4 LHC VO representatives, Biomed, NA4, developers, sites,
certification and operations
VO managers coordination group
Generic VO support
Specifically for the Worldwide LHC Computing Grid:
Management Board
Supervision and planning
Grid Deployment Board
Agreements between VOs and sites, information exchange
EIS team
Daily support for LHC VOs

Task forces
To address very specific technical issues

EGEE-II INFSO-RI-031688



CEHEE VO support in NA4

Enabling Grids for E-sciencE

Typically, lack of dedicated support

VOs are expected to participate actively in user support via the
Global Grid User Support

But non VO-specific support to users is guaranteed by GGUS

NA4 though provides high-level support for the VO
management

Mostly via the VO Managers group
Help to start a new VO
Effort in this area should improve in EGEE3
Main tool: CIC Portal (https://cic.gridops.orag/)

Application porting support
Grid Application Support Centre (GASuUC)
See Gergely’s talk
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The GILDA Training Material

Enabling Grids for E-sciencE

A vast collection of material
100+ topics for users, site managers, developers

Plenty of exercises
Difficulty levels: basic, medium, advanced

) WebHome <= GILDA < Grid CT WIKI - Mozilla Firefox

Eile Edit Wiew History Bookmarks Tools  Help

@& - -@ fh [y |5 hetps:fjarid.ct.infrjtwikjbinjview/GILDA WebHome Bal[r = G EY)

P Getting Started @ webmail | | Fastweb | | FastwebNa [ | AP 3COMErip || Missioni || Offerte || Ordini 608 GILDA [~ Progetti

P -
E |
Welcome to the GILDA web
it il g
¥ou are welcome to browse this pages, we hope you will find them useful. If you aim to collaborate, your contribute will be
more than appreciated, you just have to register.
o= Log In or Register
Y¥ou can also find a glite Glossary with Grid Computing related terminalogy.
@ GILDA Web
[# Create New Topic TOpiCS
= Index
Q Search » Grid Elements Installation © glite 3.0, EUMEDGrd Site Installgtion
+ Changes » gLite 3.0 UserTutorials
B4 Motifications » glite 3.0 SysAdminTutorials
= Statistics « glite 3.0 AP| Usage
# Preferences o GILDA Virtual Services
s Preparing to Host a GILDA Tutorial
Webs s GOS: User Tutorial
GILDA
hdain AR
W PRS2 GILDA Web Utilities
n .?;E;TS . Search |- advanced search
Tiki * WebTupicLisl - all lopics in diphgielical onder
» YWebChanges - recent topic changes in this web
= Webkotify - subscribe to an e-mail alert sent when topics change
= WebRss, YebAlom - RSS and ATOM news feeds of topic changes
[}\ = YWebStatistics - listing popular topics and top contributors
= VWebPreferences - preferences of this web
Edit | Attach | Printable | Raw View | Backlinks: Web, All\Webs | History: 128 < 27 < 126 < 125 < 124 | More topic actions
v
Done grid.ct.infr.it

(https://grid.ct.infn.it/twiki/bin/view/GILDA/WebHome)
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Training on application development:

the GILDA Forge

Enabling Grids for E-sciencE

Code repository to share
Examples, exercises

Actual development for demonstrative applications

—'EE.&EF“"WIIQH* News (35B8) Writing» Yahoo Google

4,
: INFN

eGee |

| Software/Group | %

Grid2Win Released
Dario Russo - 2007-01-09 13:08 - Grid2Win

Gfal Java Api Released

nabling Crids
- for E-scienc!
[  Dissemmation A cTIVITIES
== 3
ﬁ_ ; _'E Login ' Project Tree ' Code Snippets ' Project Openings
GILDA Forge is a free service to host all the grid services and applications developed by the GILDA Team.
GILDA Forge Statistics
Hosted Projects: 4
Grid2Win first alpha was released by Dario Russo. Joiners are welcome. Registered Users: 14
(0 Comment) [Read More/Comment] - Top Project Downloads
(4) Sterage Accounting for Grid Environments
Darfo Russo - 2007-01-09 13:08 - GFAL JAVA API [ More |
Gfal Java Api by Diego Scardaci was released. Please join group te partecipate. Most Active This Week
(0 Comment) [Read More/Comment] o
No Stats Available

GILDA Forge opening
Dario Russo - 2007-01-09 13:06 - GILDA Forge

GILDA Forge opening. Please apmwregisteram wait for approval to get packages and cvs access.
(0 Comment) [Read More/Comment]

[News archive]

{01/11) Storage Accounting for Grid Environments
{01/05) GILDA Forge
(07/02) Template Project
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GGUS portal

Documentation

nabling Grids
lor E-stiane

Home - Submit ticket - Registration - Support staff

[Documentation for Grid Users] - [WO-related documentation] - [Documentation far TPM] - [Documentation for Grid Site Administratars} - [Middleware documentatian] - [Us:

Documentation for Grid Users

Description of the DLI interface:

The Grid Dictionary Ifyou are confused
by all Grid acronyms, you can search
this arid dictionary far an explanation

glLite 3.0 User Guide

The AFS grid Ul at CERN

VO-rejated documentation

V0 BOX description, appendix E.3 of
LCG User Guide

VYOBOX HowTo for the ALICE WO

YOBOX HowTo for all other VOs
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http:ffedms.cern.chidocumentiay 24249

hitpeifwanny. eu-egee arglintroductionfEGEEGLOSSARYY

httpsffedms . cern chidocumenti7 223495

hitpsfiteiki. cern.chiteikifbintiewi LS GIAfs iU serSetup

https:fedms.cern.chifilefds44390LCG-2-UserGuide. htm#SECTIONOOOT 430000000000000003

httpeifalien.cern.chitwikifbintiewsAliERHOwWT ol stallLe g oB o

hitpeifgoc.grid.sinica. edu twigocwikit/O-hox_HowTo



User Information Group

(http://www.cern.ch/egee-uig)

Enabling Grids for E-sciencE

The UIG is a service for users to provide
Documentation
Contacts, links to sites, access to user support
Information about training, tutorials, workshops, etc.

Docs as “use cases”

File Edit Yiew History EBookmarks Tools  Help (?l > - @ | \_| http:n’agae-uig.web.cern‘ch,iegea-u\g)’product\onjages,l’UIGil| A | W] ‘ "|caII it kelecom ‘\ \l
B e g I n n e r @ welcome ko EG.. | SrdEGEE User ... | | || Microsoft Outla.,.. .ﬂ PI: ACLU: comp.. || EGL: Home it Restos a dlerm.., [ [} UIG Index Page (3 |
=]
Normal
; Site Index
S kl I I e d u S e rS The table below lists the titles of the curvent set of User Information Group Pages. Click on any title in the table to view the corvesponding
page.
Page No Title

0-01 Introduction

0-02 Acronym Reference Page

1-01 Getting a Certificate

1-02 Reqistering with a Virtusl Organisation

1-03 Proxy Certificates

1-04 Getting an Account on a User Interface

1-05 Setting up the Ul Environment

1-06 Preparing a Simple Job

1-07 Job-related Cormmrmands

1-08 Subrnitting a Job

1-09 Monitaring a Job

1-10 Retrieving Job Output

1-11 Retrieving Job History —

1-12 Joh-compatible Resources

1-13 Basic Data Management

2-01 Using the Proxy Renewal Service

2-02 Job Requirements on Data

2-03 Advanced Sandbox Management

2-04 Preparing Complex Jobs

2-05 Running Complex Jobs =

Done ﬁ’ﬁ | Clermont-Ferrand: Clear 12 C 7157 18:07 2 mfs 16 km ” ‘-_:._“ 1_‘,:3| #h
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CMS

CHS Homepage
CIUS Twiki
Changes

Index

Search

Offline Workhook
Glossary/Index
Summary of Changes
Site Map

Print as PDF

For Contributors
User Support
Offline SW Guide
Reference Manual
Online WkBk
ESSENTIALS
Preface

0.1 Acknowledgements

0.2 Using the
Yi'orkbook

1. Getting Started
1.1 Introduction

1.2 Get an Account
1.3 Set Computing Eny
1.4 CMS Carnputing
1.5 Resources/Info
1.6 First visit to CERNM
2. Basics of Offline
2.1 Intraductian

2.2 Goals & Detector
2.3 Computing Model

2.4 ChiSSWY
Framewnork
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User support in CMS

Enabling Grids for E-sciencE

You are here: TWWiki =

The CMS Offline WorkBook

Complete: 1

ChdS Veeb = WorkBook

I two sections: Essentials and Advanced Topics

Tutorial Cwverview: Click herel

ESSENTIALS

Preface

« 0.1 Acknowledgerments
= 0.2 Using the Workbook
« 0.3 Information for Contribiutars

Chapter 1: Getting Started

« 1.1 Introduction

« 1.2 Getting a Computing Account

« 1.3 Setting up your Computing Environment

« 14 CMWMS Computing Concepts: Programming, CW5S, etc
« 1.5 Useful Fesources and Yital Information

« 1.6 Onyour First Wisit to CEREM

Chapter 2: The Basics of CMS Offline Computing

Jump Search _

i
Edit WYSM/YG  Attach  PDF  Prie
a7 -08Feb 2008 -11:08:32 - CMSUSE__

Purpose

The CMS offline workbook provides backgroo
information and initial instruction on accessin
computing resources and using the software
perform analysis within the CMS collaboratior
Drganized into Essentials and Advanced Top
sections, itis designed as the first-stop for b
users and software developers. This workbo
Reference Manual and the CWMS Offline Suid:
together, are intended to form 2 comprenens
of documentation for CWIS data analysis.

09 January 08 The yearty WorkBook print r
will take place in Jan-Feb 05, the contents a
currently being recrganized, and the print tc
padge is not yet up-to-date. !




clelele) Worldwide LHC Computing Grid

Enabling Grids for E-sciencE

WLCG depends on two major Grid infrastructures
EGEE
US Open Science Grid

o CGLEC

Enabling Grds
farE-sclancE

A map of the worldwide LCG infrastructure operafed by EGEE and O3G.
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Cy VO support for LHC

Enabling Grids for E-sciencE

Experiment Integration Support (EIS) team
Born in 2002 with the LHC Computing Grid project
~10 members, all high energy physicists
Funded by CERN and INFN

EIS main goals

Helping the four LHC experiments (ALICE, ATLAS, CMS, LHCb)
In Grid-related issues

Acting as interface between the experiments and WLCG
Not only for HEP: also Biomed and other VOs

ARDA team

Devoted to development for the experiments (and not only!)
Monitoring dashboard, GANGA, Diane, AMGA, ...
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Cy VO support tasks (1)

Enabling Grids for E-sciencE

Integration and testing
Evaluation of middleware functionality
|dentify possible shortcomings

Middleware scalability testing

Determine if the middleware meets the application scale
requirements
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Sl Middleware testing

Enabling Grids for E-sciencE

« Testing the middleware against the VO use cases
should start well before it is released to production

 Noteworthy examples

— gLite Workload Management System
— CREAM Computing Element

 HEP experiments currently have the most demanding
performance requirements, therefore provide the most
stringent criteria for middleware testing

Examples



- Testing the gLite WMS

Enabling Grids for E-sciencE

« ATLAS and CMS requirements
— ~50,000 jobs/day in 2007
— ~200,000 jobs/day in 2008
— High reliability of the job
management system
= Very few downtimes S
= No performance degradation o

with time = F
 Was the gLite WMS up to to M
the task? SEEEEEEEEL
— Intensive testing activity by the -l e
EIS team, JRA1, SA3 - /
— Lots of problems initially found, -
eventually fixed

* Now the WMS is routinely used
for both Monte Carlo and
analysis jobs

— Stable at 20,000 jobs/day

15000
jobs/day




Enabling Grids for E-sciencE

Testing the CREAM CE

The same test methodology was applied to see if the prototype of
the CREAM Computing Element satisfied the scalability

requirements for a CE in WLCG

Test criteria

— Submission via WMS ata ™
10000 jobs/day rate

— >5000 concurrent jobs

— Atleast 5 days of
uninterrupted testing

— Stable system !

The criteria were eventually

met -

BBBBBB

BBBBBB

888888

eeeeeeeee
I_le.?dg

Budapest ‘07

15000 jobs/day

5000 concurrent jobs




Sl VO support tasks (II)

Enabling Grids for E-sciencE

« Development of missing components
— User tools that can be reused by other VOs

— ... and can help "power users" in developing Grid
interfaces

Examples



CHEE VO monitoring

Enabling Grids for E-sciencE

VOs need to have the full picture of the Grid status...
Grid services
VO-specific services
... and to know how they are doing on the Grid
Job status, success/failure statistics
Status of data transfers
Exactly at the boundary between the application and
the Grid domain
Examples from the LHC computing:

Usage of the Service Availability Monitoring (SAM) for VO-
specific service monitoring

ARDA dashboard to monitor the experiment workflows
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CHEE SAM

Enabling Grids for E-sciencE

Adapting to the applications the SAM framework, used
by EGEE Grid operations to monitor the site status

Define specific tests for different aspects
VO software installation, VO services and processes, etc.

Produce an adequate GUI, or integrate in an existing one

What can SAM provide?

Calculation of service availability/reliability
Alarms
Overall status of the Grid from the VO point of view
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SAM monitoring displays

Enabling Grids for E-sciencE

3 5AM-Latest Results - Mozilla Firefox =] x|
File Edit Yiew Y GridMap - Mozilla Firefox — Ellll t::}
File Edit Wiew History Bookmarks  Tools  Help o =

CMS
fdashi

e GridMap Prototype — Visualizing the "State" of the Grid o Bug? |

Site
IT\er‘I s+ Tierl TierZ
Topology View

CERN-FROD 5

FZK-LCG2 ToKYO-LoG2 oraguelcaZ IMNZP3-LPC regions | tiers | pps | all
INZP3-CC ¥ show sitenames

INFMN-TT

pic Size by
RALLESZ CPUs [G5tat)

I™ use historical CPU numbers

Running Jobs

Legend: Ny mzp

Mote: brightes I™ use vO specific infarmation

. SiGMET
Link to the tal - SAM Results

a Yirtual Organization:

Sitenami
CERN-PRO 0Fs flice | Atlas CHS
LT
[R] .
Services
Site CE | sE SFM
sB0Il

Current Status:

MDGF-T1L
latest SAM test results |

Historical Availability:
oy I daily I weekly I monthly
_-| 01Feb 2008 14:55 GmMT _+ |

see alzo EGEEDT conference presentation on GridWaps |-

SARA-MATRIY and ISGTWY article on Gridaps !
bookmark zettings

Contact: gridmapi@cern.ch

TRIUMF-LCG2

FEK-LCGE

B CERN apanizb / EOS

Latest SAM results, Site Status, for 'CMS' VO, 01 Feb 2008

L 14:55GMT.
INZP3-CC - size of site rectangles is number of CPUs from BDII. Down  Degraded Ok
etz WLCG sites, grouped by tiers. s ’




Cy Dashboard

Enabling Grids for E-sciencE

A common project to provide monitoring pages for the LHC

experiments

Different purposes in mind
Global view of Grid jobs
Status of user analysis tasks
Status of data transfers

Common Job Grid
layer monitoring reliability
Data management
Task rloniln_riig for Experiment monitoring for
CMS analysis users ATLAS
{ATLAS on the way) Dashboard
Production Accounting
Transfer monitoring for information from
:ﬂl::i:ﬁng for ATLAS and :::::;I Gratia ln;'
CMS(protolypes)
\
Job Robot Experiment specific
reeuimorsl=e | [ monitoring applications

EGEE-II INFSO-RI-031688



nteractive job monitoring

Enabling Grids for E-sciencE

Y¥ou found a bug? ¥You have a suggestion?

jobsummary | | waitingtime | runningtime

any user = jobs per site
any site jia
any oo = CERN-PROD (Geneva, Switzerland) ]
any submissiontool - USCMS-FNAL-WC1-CE (Batavia .USA) -]
vy dataset = GLOW-CMS (Madison USA) ]
=y application = USCMS-FNAL-WC1-CE2 (Batavia ,USA) ]
any rb 7 unknown 1
any ackivity = FZK-LCG2 (Karlsruhe, Germany) ]
arvy arid T INFM-TL (Bologna, Italy) ]
- INFM-PISA (Pisa, Ital
[ unk - pend - run |-tarm INZP3.CC (L { : o | i
K on, France|
[ done [ cancl_ aburtl_ g-unk Nebrask :LY | Us}\;i
I suee T fail T a-unk soraska (Hneein
4 MIT_CMS (Cambridge,MA USA)
ONESUCCESS
I—ZDDB-Dl-Dl 172350 to IN2P3-CCT2 (Lyon, Francejp
Z008-02-01 17:23:50 UKI-LT2-Brunel (Uxbridge, UK)
- ) L CIT_CM5_TZ (Pasadena, US)
all jabs regardless submission I
time GRIF (Orsay, France)
| sort by site ;I INFN-BARI (Eari, Italy)
bars in the plot BEgrid-ULBVUE {Brussels, Belgium)
RAL-LCGZ (Oxford, UK}
submit | CIEMAT-LCGZ (Madrid,Spain)
INFN-LNL-Z {Legnaro (PD), Italy)
25000 50000 75000 100000 125000 150000 175000
rnumber of jobs
D submitted app-succeeded app-failed app-unknown pending running aborted cancelled
site] Sub Unlk Pend Run Term  Done Canc abort Unk Grid¥%  Succ Fail Unk App%  D/fS Overall%
AMDE4.PSHNC.PL (Poznan, Poland) 1 o o o 1 1 o o i} 100 a o 1 i o 0 o
BEINING-LCG2 (Beijing, China) 7934 o 153 28 7753 5138 1 2231 489 89.7 E¥dils} 263 2522 81.59 417 53.23
BEgrid-ULB-VUB (Brussels, Belgium) 23756 0 258 14 23486 17736 70 2875 2805 86.05 17404 1658 4424 91.3 15467 B5.86
BG-INRME (Sofia, Bulgaria) 1 o o o 1 1 o o o 100 o o 1 0 o i
BGO1-IPF {Sofia, Bulgaria) 1 o o o 1 o o 1 o 0 o o 1 0 o o
BUDAPEST (Budapest, Hungary) 7278 0 4 12 7255 5972 1 7o4 488 8&.26 AOL7 321 917 94,94 5643 77.7A
BelGrid-UCL {Louvain-la-Neuve, Belgium) 12618 0 o 14 12604 9719 0 2035 850 8269 D666 618 2320 93.99 5910 70.69
CERM-PROD {Geneva, Switzerland) 192649 0 154383 @02 176554 116155 7730 15539 35130 88,38 110494 24520 41540 81.84 90655 51,35
CESGA-EGEE (Santiago de Compostela, Spain) 4 o o o ES ES o o o 100 o 1 3 0 o o
CGGE-LCGE (Massy, France) 1 o o o 1 1 o o o 100 o 1 o 0 o i
CIEMAT-LCGZ (Madrid,Spain) 20371 0 459 45 20274 15065 108 2567 2534 8544 13612 2249 4216 86.01 12773 63.03
CIT_CMS_TZ (Pasadena, US) Z6ZEL 0 180 376 25725 13266 T 4169 G281 76.09 16162 FFA G785  95.41 11679 454
CECE-LCG2 (Manna, Switzerland) 10368 0 o o 10368 7911 48 1538 &70 8371 4881 167 5320 96.69 4353 41,98
CYFROMET-1A64 (Cracow, Poland) 1 o o o 1 1 o o o 100 o o 1 0 o o ;I
total T T B 13752978 49671 11185 1314433807726 13169 114845 578693 §7.55 523700 162523 528210 83.52 622768 47.38

(also used by the VL-eMed VO at NIKHEF)
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CEHEE Tool development

Enabling Grids for E-sciencE

Often VO support involves development of software to
fill the gap between the Grid middleware and the
applications

GANGA

A framework for job definition and management

Supports several back-ends (local, batch, Condor-G, gLite WMS
and many others) in a totally transparent way

Used by lots of applications (ATLAS, LHCDb, telecommunications,
QCD, Biomed, etc.)

|deal for many “gridification” activities

VO Box

A service to host VO-specific services

Provides several Grid utilities
gLite User Interface, proxy renewal service, GSI-ssh login

EGEE-II INFSO-RI-031688



Cy VO support tasks (Il

Enabling Grids for E-sciencE

Operations and user support

Help the VO with running the "production”
Manage Grid and VO-specific services
Provide documentation if missing
gLite User Guide (started as the “LCG” User Guide)

If necessary, contribute to end user support

Problem solving

Provide expertise for understanding and solving Grid-related issues
Site problems (misconfigurations, etc.)
Middleware problems (bugs)

Easier with a deep knowledge of both the Grid middleware
and the VO computing system

EGEE-II INFSO-RI-031688



Supporting ALICE

Enabling Grids for E-sciencE

A complete monitoring was developed for ALICE and Grid
services running at sites

Test Grid services (Proxy renewal, GSI-sshd, Resource Broker, etc.)
Test ALICE software installation
Output integrated with SAM and with ALICE monitoring

SAM Tests
What is this about?
Delegated proxy Proxy of the Proxy Proxy Server RB Software User Proxy WMS
d : hi | : .

B g status area Registration Stats
1. Athens unknown unknown unknown unknown unknown  unknown unknown unknown
2. Bari oK oK oK oK oK oK oK oK o SN Noiea s alice
3. Birmingham oK oK oK oK oK oK oK oK SA UPR PR PSR s=h PM DPD  RES g WMS
4. Bologna oK oK oK oK oK oK oK oK = -
5. CCIN2P3 unknown unknown unknown unknown unknown unknown unknown unknown AsiaPacific
6. CERN-L oK oK OK OK oK OK OK oK 3l GOG-Singapore SOUrSOpP.NZPP.NZP.org s NA na | na na | ha |na|na| na | na |emor| na
7. CERN_gLite oK oK oK oK oK oK oK 2 IN-DAE-VECC-1 grid tier2-kol res.n ERROR | ok | cror | ok | ok | na | ok | emor | ermor | emor | ok
8. CNAF oK oK oK oK oK oK oK
9, Cagliarl oK oK oK oK oK oK oK 3 ER-KISTI-GCRT-01 vobox.grideenter.orkr | ERROR | ok |eror | ok | ok na | ok |emor| ok | na |wam
10. Catania OK OK oK OK OK oK oK CERN
11. Clermont oK oK oK oK oK oK oK oK 3 CERN-PROD 1xb7281.comech 0K m o o ||
12. Cyfronet oK oK oK OK oK oK oK oK
13. FZK oK oK oK oK 0K oK oK oK 5 CERN-PROD voaliceO3 cem.ch OK ok | ok | ok | ok |najok) ok | ok | na|wam
14. GRIF_DAPNIA oK oK oK oK oK oK unknown ERROR CentralEurope
15. GSI oK oK oK oK oK oK oK 3 BUDAPEST 156 Kk ba Ok ok | ok | ok | ok |ma| ok | ok | ok | m | ok
16. IHEP oK oK oK oK oK oK oK ERROR —_— -
17. IPNO oK oK oK oK oK oK unknown 7 CYFRONET-IA64 ares0l cylkredu pl OK |ok| ok | ok | ok [ma|ok | ok | ok |emor| ok
18. ITEP oK oK OK oK 0K OK OK ERROR 8 IEPSAS-Kosice vobox-iep-grid saske.sk 0K ok [ ok | ok | ok [na| ok | ok | ok |emor|wam
19. JINR oK oK oK oK unknown oK oK unknown 9 mmnl ce.eree.man.poznan.pl 0K ok ok ok ok na | ok ok ok error | wam
20. KFKI oK oK oK oK oK oK oK oK = =
21. KISTI ERROR oK oK oK oK oK ERROR o Draguelcgd e o I £ WO oy oy oy o o (e [
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Reliable calculation of the used and free space at all

Enabling Grids for E-sciencE

Supporting ATLAS

storage elements in ATLAS sites

Disk space (TemaByles| duringthe past & days at CHAFDISKC Disk space (TemaByles] duringthe past & days at CHAFDISK
i s
CNAFDISK: stormde crenat.inin. it %‘ é‘
cote: 2008_01_29 E E
CNAF Totalspace: 130.0 TB 451 a5
: free: 13364 TB i E
. X L &
BRFOSLom et 3 H
2 157 257
Tow epace W Tow space
E E E B Ccapieet epace E E E B Cragied epace
Fiee= 13384 1B [ 7] 5 [t B B [ [t} ¥ [ B [}
ofFree= 118838 TB Date yy-mm-ad Dae yy-mm-dd
Disk pace (TemaBykes) during ihe past &days at FZKDISK Disk space (TemaBykes) during1he past &days at FZKDISK
287
7
FZKDISK: ordkadeache.izkde =z b
e 2008_01_29 i ]
il £ 184 £
FIK TotalSpace: 250.816 TB
free: 16.353 TB §iz ]
g &
BPCLem bmondiy: H H
s, a
W ol space WTowl space
Ceapied pace B Corupied dpace
1ee= 168353 1B I [} & i ] Fl
B lotFree= 234 483 TH Date yy-mm-ad Date yy-mm-ad
Disk space (TemaBykes) during ihe past &days at LYONDISK Disk space (TemaBykes) during1he past &days at LYONDISK
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Cy Supporting CMS

Enabling Grids for E-sciencE

COMMISSIONED LINKS

The problem | —comsstomn Start of CSAQ7

How to make sure that data oA — S
tranSferS between pa”'S Of CMS 200l PROBLEN-RATE m

sites can be performed as required Y/ ad
The solution

Periodically perform test data
transfers between all relevant site
pairs (“links”)

Declare “commissioned” only the
links that satisfy minimum criteria

Decommission links that
consistently fail

In the process, track and document
common problems

Number of Links

6/1/07

7/1/07

8/1/07

9/1/07

10/1/07
11/1/07 1
1z2/1/07

COMMISSIONED T[01]-T1 LINKS

w
-

= COMMISSIONED

"
@

= PROBLEM-RATE

"
(=]

— COMMISSIONED PLUS
PROBLEM-RATE

)

Number of Links (max. 56)
4 i?
A

:
8

|
{

6/1/07
7/1/07
a/1/07
9/1/07
10/1/07
11/1/07
12/1/07
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Cy Supporting LHCDb

Enabling Grids for E-sciencE

The goal
A redundant and reliable File catalogue service for LHCb based on LFC
A system that best matches the LHCb use cases
Implementation
a master LFC at CERN and mirrored replicas at Tier-1 sites using Oracle Streams
Several technical aspects to consider
Coherence of data and access control
Latency in the propagation of updates
VO support team contributed to the project
Definition of the solution
Functionality and stress tests
Readiness of sites

The distributed LHCD file catalogue was deployed in time for the currently
ongoing combined computing challenge (CCRC’08)

LFC mstance CERI-Master CERI-RO CHNAF  [EAL 2P3 SARA PIC FZK
Stress Test _—--- Mot available Mot avalable Mot avatlable
Eeplication Test |1 l 1 1 1 Mot avalable Mot avalable Mot avatlable
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Lessons learnt from the LHC support

Enabling Grids for E-sciencE

Large Virtual Organisations like the LHC experiments
needed a dedicated support from WLCG
From people coming from the experiments themselves

Very often the work primarily done for the LHC VOs has
been or can be useful to others

Middleware testing (gLite WMS, CREAM, ...)

Dashboard, Ganga/DIANE, ...

gLite User Guide

Service Availability Monitoring for VO monitoring

Also the expertise has been made available to other
VOs

Gridification
Biomed support
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CHEE Conclusions

Enabling Grids for E-sciencE

An adequate support for VOs Is essential for an
efficient usage of the EGEE (or any) production Grid
Allow VOs to interact with all components of the project

Allow VO members to have access to training and
documentation

Provide support for application porting
Encourage the usage of high level tools

A lot of work done for LHC experiments could be reused by other
VOs “for free”

Real VO-specific support will have to come from the VOs
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