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Introduction

« Started as a CERN-Japan fellow since April 2006
— ATLAS trigger group (PH/ATR)

« Current work

— Cosmic trigger at LVL2
+ Algorithm development and performance check
* Integration of HLT algorithms into the online running

— Development of trigger menu for early running
« Development of python-based configuration for trigger menu
« Responsible for the implementation of the menu

— Study on di-muon trigger efficiency calibration
 Editor for the B-physics CSC note 7

* Plans for the next year
 Summary
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ATLAS trigger system
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Running HLT algorithm online

« LVLZ2 algorithm integration with the LVL1 system

— Check on Rol data format sent from LVL1 and software for
decoding detector data taken by real hardware

— First integration test with RPC, LVL1 and LVL2 was done in
February 2007 taking cosmic events

« LVLZ2 algorithm in the ATLAS combined run

— HLT algorithm is running in the ATLAS combined cosmic run
since the M3 week in June

— Now lots of HLT chains are excercised in these runs (not only
those specific to cosmic runs)
« Analysis of the algorithm performance using real cosmic
runs and comparison with MC is under way
— Cosmic muon algorithm has been working rather well
— Prepare for using the algorithm to actively select cosmic events
— Hope to summarize them in a note soon
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Cosmic tracks at LVL2 (M5 run)
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Correlation with offline muon
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» Good correlation between muon tracks reconstructed at LVL2 and offline
* More detailed study ongoing (acceptance, efficiency at different cuts etc.)
» Comparison of data and MC

= |Internal note
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Trigger menu for early running

« Started working on the preparation of trigger menu for
early running in 2008 (L=103" and 103? cm~s™)
— Have been responsible for implementing these menus

— The first realistic menu including >100 L1 items and >200 HLT
chains (includes also backup and calibration triggers

— Menus will be used for MC production, FDR and TDAQ technical
runs

* Developed a XML/python based tool for configuring the
LVL1 menu and some for editting the HLT menu
— Now moving towards using database and GUI tool
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Example: LVL1 menu

Prescales for L1 items in L=103" menu (first 96 out of 137 items)

L1_EM7 L1_TAU111 L1_XE15
L1_EM13 i L1_TAU161 i L1_XE20 7
L1_EMI13I i LT _TAU25 i L1_XE25 i
LT _EMI18 i L1_TAU25I 7 L1_XE30 7
L1_EMI18I 7 L1_TAU40 i L1_XE40 7
L1_EM231 i L1_2TAU6 i L1_XE50 i
L1_EM100 i L1 _2TAU9 7 L1_XE70 7
LT 2EM3 i L1_2TAU6_TAU1L6I i L1_XE80 i
L12EM7 7 L1_ZTAU16I i L1_TE150 i
L1_2EM13 i L1_2TAU6_TAU25 i L1_TE250 ]
L1_ZEM13I i L1_J5 i L1_TE360 ]
L1_2EMI18 i L1_J10 i L1_TE650 ]
L1_ZEM18I i L1_J18 i LI_JE120 i
L1 2EM23I ] L1_J23 i L1_JE220 i
L1_2EM3 EM?7 ] L1_J35 ] L1_JE280 ]
L1_3JEM7 7 L1_J42 7 L1_JE340 i
L1_MU4 1 L1_J70 i L1_EMI13_XE20 i
L1"MU6 i L1_3J10 i L1_EMI8 XE15 i
L1_MU10 i L1_4J10 i Li_2EM7 _MU6 ]
L1I_MUII 7 L1_3J18 i L1_2EM13_MU6 i
L1_MU20 i L1_3J23 i L1_2EM18_MU6 i
L1_MU40 i L1_4J18 i L1_EM7 MU6 ]
L1_2MU4 7 L1_4J23 i L1_EM7 XE30 i
L1 2MU6 i L1_FJ18 i L1_2EM3 TAU6 ]
L1_ZMUI10 i L1_2ZFJ18 i LI_EMI18_XE30 i
L1_2MUI1 7 L1_4J35 i L1_EMI3 MUI1I 7
L12MU20 i L1_J120 i L1_EMI13I_MU11 7
LT_3MU6 i L1_FJ35 i LT _2TAUG_EM7 i
L1_2MU4_MU6 i L1_FJ70 i L1_2TAU6_TAU9I_EM7 ]
L1_TAUS = L1_FJ120 i 1_2TAU6_TAULII_EM7 i
L1_TAU6 i L1_2FJ35 i L1_2TAU91 _EM131 7
L1_TAU9I - L1_2FJ70 N L1_MUI_XEI15 N
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Study on di-muon trigger efficiency

. Use events triggered by a
single muon trigger (1)

2. Reconstruct J/psi 2> mumu

in offline

3. Find the matching offline

muon to the triggered one

4. Look at the other muon

and see if it was triggered

or not

Aim
* Develop a method to measure trig
efficiency from data

Probe muon

ger

» Understand what calibration trigger we

need to do this (S/N, prescale, etc.)

—> Finish writing a note by the end of the year

2007/12/12 CERN-KEK committee (2007)

Step.1

Triggered
muon (MUG)

. Trigger
)\ judgment

Step.3




Results

o)<

Muon trigger efficiency in
the barrel and endcap
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Plans for the next year

Cosmic trigger at LVL2
— Algorithm is running stably in last months during combined runs
— Performance study with data and improvement of the selection

Development of trigger menu for early running
— Deployment of the trigger database and tools
— Prepare for the first data taking and understanding the trigger

Study on di-muon trigger efficiency calibration
— Finish the note

R I I N | £

— Muon trigger study with first data
Physics study
— W/Z+jets production
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Summary

* Worked mostly on HLT commissioning for cosmic runs in
the first half of 2007

— In February 2007, L2 algorithm was integrated with LVL1 and
ran on real cosmic data for the first time

— Integration of HLT cosmic algorithm in the M3 combined run in
June 2007

« Started working on trigger menu development
— Responsible for trigger menu implementation and testing

 Plans
— Trigger menu development
— Physics study on W/Z+jets production
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Cosmic muons in ATLAS detector
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