
PROJECT

DATE CLIENTJUNE 2000 HEAVY ION & SPIN COMMUNITIES

RELATIVISTIC HEAVY ION COLLIDER
BROOKHAVEN NATIONAL LABORATORY, USA

1



PROJECT

DATE CLIENTNOVEMBER 2009 HEP & HI COMMUNITIES

LARGE HADRON COLLIDER
CERN, SWITZERLAND

2



PROJECT

DATE CLIENTMAY 17, 2013 PA WORKSHOP@MIT

PHOBOS IN THE LHC ERA
PETER STEINBERG, BNL

3

2

FIG. 1: The layout of the PHOBOS detector system used in the Au+Au run at 62.4 GeV. The silicon Spectrometer arms are
located in the center, placed in a double dipole magnetic field. The two Time of Flight scintillator walls (center-top of the
figure) detect particles emitted near 45 and 90 degrees from the beam direction and are located at a distance to the collision
point of 5.34 and 3.80 meters, respectively.

II. THE PHOBOS DETECTOR

The PHOBOS detector [13] is designed to provide
global characterisation of heavy-ion collisions, with about
1% of particles analyzed in detail in the Spectrometer
system. The layout of the PHOBOS detector system is
shown in Fig. 1. Only the parts of the detector relevant
to the present analysis will be described.

A. Event Trigger and Vertex-finding

The primary event trigger requires a coincidence be-
tween the ‘Paddle Counters’ [14], which are two sets of
sixteen scintillator detectors located at z = ±3.21 m
(where z is the distance from the nominal collision point
along the beam direction) and spanning the pseudorapid-
ity region 3.2 ≤ |η| ≤ 4.5.

The Zero-Degree Calorimeters (ZDCs) [15], positioned
at ±18 m, measure spectator neutrons from the collision.
With an identical design for each of the four RHIC
experiments, the ZDCs are built from tungsten optical-
fibre sandwiches. A requirement of a ZDC coincidence
can be added to the event trigger to enhance trigger
purity in high background situations.

An online vertex is determined with a resolution of
roughly 4 cm using the Time-Zero (T0) detectors, two

sets of ten Čerenkov radiators situated close to the beam
pipe, at z = ±5.2 m. This vertex trigger enhances the
fraction of recorded events in the vertex region in which
the efficiency of the PHOBOS Spectrometer is maximal,
−20 ≤ z ≤ 20 cm.

Offline vertex reconstruction makes use of information
from different sub-detectors. Two sets of double-layered
silicon Vertex Detectors are located below and above the
collision point. PHOBOS also has two Spectrometer
arms in the horizontal plane used for tracking and
momentum measurement of charged particles. For events
in the selected vertex region, the most accurate z and y
(vertical) positions are obtained from the Vertex Detec-
tor, while the position along x (horizontal, perpendicular
to the beam) comes primarily from the Spectrometer.
The final resolution of the vertex position along z is found
to be better than 300 µm.

B. Particle Tracking and Identification Detectors

Particle tracking and identification in the PHOBOS
experiment is performed using the Spectrometer and the
Time-of-Flight (TOF) system.

Each arm of the Spectrometer consists of 137 silicon
pixel sensors arranged into layers, with an azimuthal
angular coverage of ∆φ ≈ 0.1 radians. The silicon sensor
technology used in the PHOBOS detector is described



(my) History of PHOBOS
cannot do this better than wit!

I met many phobos colleagues here at MIT in 
1992, as yale undergrad before starting at MIT 
in 1993 (20 years ago...)

Signed on as a student for “PHOBOS@AGS”
for my thesis, I helped build and commission pad 
detector for WA98 to measure DCC’s

In 1998, wit told me to go away...and come 
back later

And I did, to PHENIX, working for Brian

returned to PHOBOS just in time for first 
physics in summer of 2000...
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2000



First Collisions...

even on the first night of collisions saw
Machine and detector working well
paddle ADC sums (3<eta<4.5) familiar from SPS 
data (we weren’t calling it “glauber” just then)
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JUNE 13, 2000



...to first results!
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IMMEDIATELY CLEAR THAT HI IS MORE
EFFECTIVE AT PRODUCING PARTICLES

NEAR MID-RAPIDITY THAN PP
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...to first results!

JULY 19, 2000

bonding experience for our small group
raised our profile in HI community
was a lot of fun (if exhausting) for our small 
collaboration

“Fast publication” is still with us @ LHC
All LHC experiments have had their chance by now!
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2001/2

COMPLETED 
SPECTROMETER
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2003

PROTON CALORIMETER
SPECTROMETER TRIGGER
START COUNTERS
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2004/5

MORE CALORIMETRY
INCREASED DAQ RATE
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PHOBOS 2005



PHOBOS Collaboration
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2000 2003

2005 2006



lots of discussions
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RISK TAKING
ENCOURAGED!



our five year mission
Topics explored in the next 5 years

4π multiplicity vs. centrality & system
4π directed & elliptic flow vs. eta, pt & centrality 
Particle spectra near eta=0 vs. centrality and 
system
Correlations, inclusive & triggered

Priority #1 was to make correct measurements 

However, we had a lot of fun trying to figure 
out empirical “rules” to help describe the data 
as efficiently as possible

Strived to be data-driven w/ Minimal dependence 
on theory
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HOW HAVE WE DONE, WITH LHC DATA:
A HUGE INCREASE IN CM ENERGY?



Multiplicity @ eta=0
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PHOBOS NOTICED THE LOGARITHMIC
DEPENDENCE IN SUMMER 2001. -->

WIT REASONABLY PREDICTED
IT WOULD HOLD AT HIGHER ENERGIES...

NATURE HAS ITS OWN IDEAS!  (GeV)NN
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centrality dep. @ eta=0
In the early days, lots of discussion of 
what controlled the centrality 
dependence near eta=0

two main contenders:
Saturation physics 

e.g. Npartlog(Npart)
Two component 
(“Soft+minijet”) model
~Npp (xNcoll+(1-x)Npart/2)

Energy dependence
held out promise of offering insight

higher energies should increase “minijet” 
contribution
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“Factorization” in A+A
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TWO-COMPONENT MODEL 
SUGGESTS THAT THE 

“MINIJET” CONTRIBUTION  
SHOULD INCREASE W/ ENERGY

(E.G. HIJING)

DATA HAVE ALWAYS
SUGGESTED OPPOSITE:

THE CHANGE IN DN/
DETA IS INVARIANT 
WITH BEAM ENERGY
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FIG. 13: Panel a: The charged particle multiplicity at midra-
pidity |η| < 1 per participant pair, dNch/dη/〈Npart/2〉 ob-
tained from the “tracklet” analysis is shown as a function of
〈Npart〉 (solid symbols) for Au + Au collisions. The shaded
ovals indicate the 90% confidence limit systematic errors. For
comparison, open points show the “single Si layer” analysis.
The solid curves represent fits to the data using the form
given in Eq. 8 - 10 (excluding the pp points). The pp points
at 〈Npart〉=2 were interpolated using the fit to the inelastic
pp/pp data, see Fig. 12. See text for a discussion of panel (b).

rithmic for A+A collisions. The solid line, given by

2
〈Npart〉

dNch

dη
= 0.78 ln(

√
s) − 0.4, (7)

is seen to describe the Au + Au and Pb + Pb data quite
accurately over the two orders of magnitude of collision
energy, but it also appears that the Cu + Cu data fall
slightly below this trend. Also the 56 and 62.4 GeV
Au + Au points fall slightly below this line, which may
indicate a curvature to the collision energy dependence.
The dashed curve is a fit to the inelastic p̄p and pp data,
namely dNch/dη/〈Npart/2〉 = 0.35 + 0.52s0.123.

2. Centrality dependence and factorization

The midrapidity charged-particle multiplicities nor-
malized to the number of participant pairs, 〈Npart〉/2, are
shown for Au + Au collisions (solid symbols) in Fig. 13
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FIG. 14: Same as Fig. 13, but for Cu + Cu collisions.

TABLE II: Summary of the midrapidity dNch
dη ||η|<1/〈Npart/2〉

charged particle multiplicity for Au+Au and Cu+Cu for 0-6%
central collisions. The data are averaged over those obtained
from the tracklet counting and single Si layer analysis. Errors
represent averages of the 90% C.L. systematic errors for the
two methods. Statistical errors are negligible.

System
√

sNN (GeV) 〈Npart〉
dNch/dη||η|<1

〈Npart/2〉
Au+Au 19.6 337 1.87±0.15

” 56 330 2.47±0.27
” 62.4 338 2.64±0.20
” 130 342 3.35±0.25
” 200 345 3.76±0.33

Cu+Cu 22.4 99 1.94±0.15
” 62.4 96 2.47±0.19
” 200 100 3.48±0.28

as a function of centrality of the collision expressed by
〈Npart〉 and listed in Table V, column 4 (see Appendix).
The corresponding data for Cu + Cu collisions are given
in Fig. 14a and Table VI (see Appendix). The shaded
ovals represent estimates of the 90% confidence level sys-
tematic errors in the measured dNch/dη values and the
calculated number of participant pairs, 〈Npart〉/2. One
observes that the normalized charged particle produc-
tion at all energies increases with 〈Npart〉 and exceeds
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the measurements for pp and p̄p inelastic collisions repre-
sented by stars and open triangles at Npart=2 in Figs. 13
and 14. The 200 GeV p̄p value of 2.25±0.1 was mea-
sured in Ref [43], whereas in 62.4 GeV collisions a value of
1.89±0.1 was measured in Ref. [42]. A fit to the multiplic-
ities observed for inelastic p̄p collisions Ref. [42, 43, 46]
was obtained, see Fig. 12, and used to derive data points
for 19.6, 22.4, and 130 GeV collisions.

As demonstrated in a previous PHOBOS publica-
tion [9], the collision energy and centrality dependences
of charged particle production in Au + Au collision at
midrapidity exhibit factorization such that

2
〈Npart〉

dNch ||η|<1

dη
= f(s) × g(Npart). (8)

For Au + Au collisions we find that the data are very
well described by the functions

f(s) = 0.0147(lns)2 + 0.6 (9)

g(Npart) = 1 + 0.095N1/3
part (10)

shown as solid curves in Fig. 13a.
The ratio of the data to this fit is shown in Fig. 13b.

The small standard deviation, σ = 0.0155 (shaded band)
from the mean value 〈data/fit〉=0.9993 of all Au + Au
data points (horizontal line) illustrates the accuracy of
the factorization; σ is much smaller than the estimated
total error (systematic and statistical) on the data points.
Note that the functional form of the energy dependence
chosen here is different from the overall trend discussed
in the previous sub-section since it provides a slightly
better fit over the limited range of collision energy for
the Au+Au data shown in Fig. 13; this choice illustrates
better the high degree of energy-centrality factorization
observed in these data.

For Cu + Cu collisions the same energy dependence
function f(s) applies, whereas the Npart dependence is
given by

g(Npart) = 1 + 0.129N1/3
part, (11)

as shown by solid curves in Fig. 14a. Again, Fig. 14b dis-
plays the ratio of data to this fit, which exhibits only a
small deviation from unity. The line represents the aver-
age value (R=1.0026)of this ratio over all data points and
the shaded band the corresponding standard deviation of
σ=0.047.

B. Pseudorapidity distributions

The final pseudorapidity distributions, dNch/dη, are
obtained by a simple equal weight averaging of the results
from the hit-counting and energy deposition methods de-
scribed in Sect. III G and Sect. III H, respectively. The
distributions are shown as solid points in Figs. 15-18 for
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FIG. 15: dNch/dη vs η (solid points) for ten centrality bins
representing 45% of the total cross section for Au + Au col-
lisions at

√
sNN =19.6 GeV. The solid curve is a fit to the

data within the −3 < η < 3 region using Eq. 12 (see text for
details). The shaded band represent 90% C.L. systematic er-
rors. The open points were obtained by the tracklet analysis
in the range |η| < 1.

Au+Au collisions and in Figs. 19-21 for Cu+Cu collisions
for different centrality bins. The shaded bands represent
the range of systematic errors to the 90% confidence-
level.

All dNch/dη distributions exhibit a plateau around
η ∼ 0, the range of which increases with collision en-
ergy followed by a smooth fall-off to higher values of |η|.
The fall-off, which is associated with the extended lon-
gitudinal scaling region (see Sect. IV E and Ref. [10]), is
increasing in range with energy. It is also apparent that
the level of the central plateau increases with both cen-
trality and collision energy. Note that an earlier analysis
of the 19.6 GeV Au+Au data [7] gave up to 10% lower
values. A re-analysis of this data set using an improved
centrality determination and an improved dead-channel
map led to the more reliable measurement presented here.
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Factorization @ LHC

19

GOOD AGREEMENT BETWEEN LHC EXPERIMENTS,
BUT AMAZING AGREEMENT OF CENTRALITY

DEPENDENCE WITH RHIC DATA (X 14 IN BEAM ENERGY)

(ALBEIT WITH A HINT OF A STRONGER INCREASE
AT THE LHC)

ATLAS



Factorization @ RHIC
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Jeffery T. Mitchell – CPOD 2013 - 3/11/13 10 

RHIC and LHC Comparisons 

• There is no significant change in the shape of the centrality-dependence of the 
particle density or transverse energy from 7.7 GeV Au+Au collisions up to 2.76 
TeV Pb+Pb collisions. 
• It appears that the collision geometry is driving the centrality dependence. 

ET Nch 

THANKS TO J. MITCHELL

THE SCALING PERSISTS OVER A FACTOR OF
2760/7.7 = 358[!!] IN CM ENERGY.

SUGGESTS ENERGY IS NOT A FACTOR: GEOMETRY?
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PHOBOS = 4π
phobos was built 
such that nearly all 
charged particles 
emitted in all phase 
space regions would 
be visible

legacy of wit’s 
experience with 
proton+nucleus

“wounded nucleon 
scaling” was always 
for 4π multiplicities
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FIG. 9: (Color online) Single event energy deposition map in
φ vs. η for a central Au+Au collision at 130 GeV. The open
areas at φ=0 and φ = π are openings in the Octagon detector
in front of the Spectrometers. Small open areas at φ = ±π/2
and η about -2 and 1 in front of the Vertex detectors are also
visible.

there is a significant probability that more than one par-
ticle had traversed a single detector pad. The detector
occupancy, O(b, η), depends upon both b and η and was
determined using two different methods.

The first method relies on the assumption that, for a
given centrality, b, and pseudorapidity range, ∆η, the
probability that N particles pass through a pad is de-
scribed by a Poisson-statistical distribution,

P (N ) =
µNe−µ

N !
, (4)

where µ is the average number of tracks per pad deter-
mined over an ensemble of events. The value of µ depends
on both centrality and pseudorapidity, and was deter-
mined experimentally from the event sample. To deter-
mine µ(η, b), the number of pads, Nhit , in a ∆η range
with a valid energy signal was compared to the number
of pads with no hits, Nnohit . The ratio R = Nhit/Nnohit

is related to µ by µ(η, b) = ln[1 + R(η, b)]. The occu-
pancy correction factor is then given by Poisson statistics
O(η, b) = µ(η, b)/(exp µ(η, b) − 1). Typical values for the
occupancy correction factor were between 1.0 and 1.2 for
large values of η, or for peripheral collisions, but were
larger (O(η, b) ≈ 1.8) for central Au + Au collisions at
η ≈ 0 at a collision energy of √

sNN = 200 GeV, see
Fig. 10a.

An independent experimental confirmation of the va-
lidity of the Poisson occupancy determination was made
by studies of the ∆Epad spectra as a function of η and
b. After merging hits, and correcting the resulting track
energies for angle of incidence, the ∆Epad spectra showed
structures characteristic of the energy deposited by one,
two, or more particles traversing a single pad (see Fig.4).
Each ∆Epad spectrum was fit to a set of Landau func-
tions convoluted with Gaussian functions to account for
the intrinsic energy resolution of the pad. From the re-
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FIG. 10: (a) The single pad occupancy correction factor O(η)
for central (0-6%) and peripheral (45-55%) Au+Au collisions
at 130 GeV are shown as solid and open symbols, respec-
tively. The data for the Octagon detector are shown as circles,
whereas the triangles, diamonds, and squares correspond to
Ring detectors at increasing distances from the vertex posi-
tion. The background correction fbkg(η) factor and the total
correction factor O(η) × fbkg(η) are shown in panels (b) and
(c), respectively, using the same symbols.

sults of these fits, the relative contributions of N =1, 2, 3
hits to the ∆Epad spectra could be determined as a func-
tion of b and η. These relative contributions then yielded
an independent occupancy correction factor O(b, η). This
method of determining the detector occupancy was used
as a confirmation of the validity of the Poisson occupancy
method.

2. Background and Monte-Carlo Corrections

The majority of particles produced by secondary or
background interactions were eliminated by requiring the
value of ∆Epad to exceed a threshold value as described
above. However, there still exist additional background
contributions that could not be eliminated by using mea-
sured quantities alone. Such backgrounds included sec-
ondary particles produced in the beam pipe, in the mag-
net yoke, or in other detector elements in addition to
those generated via feed-down from the weak decays. The
background correction also accounts for the absorption of
particles in the beam pipe before they had reached the
silicon detectors. To account for these effects, Monte
Carlo simulations were used to determine the response of
the apparatus to particles produced by a variety of event
generators, as described in Sect. III D. Such simulated

SINGLE EVENT AT
130 GEV
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calculations involving total charged hydrogen
multiplicities, the latter (with 0.5 particles sub-
tracted) are used.
Figure 9 shows pseudorapidity distributions ob-

tained from 200-GeV emulsion exposures. 16,17
They are compared with the results of this experi-
ment. The value of p is 2.39 for a proton-emul-
sion interaction and is 2.06 for a pion-emulsion
interaction. Similar comparisons of total multi-
plicities ' at various energies are given in
Table XI.
The angular distributions are also compared

with data from neutron-nucleus interactions.
Figure 10 shows a comparison of the atomic-num-
ber dependence of the inclusive cross section
o(&'g)/&tI from this experiment with that from Ref.

21. Figure 11 is a comparison of the pseudo-
rapidity distributions from neutron-induced inter-
actions in beryllium, copper, and lead with those
initiated by protons in this experiment.

VII. DISCUSSION OF RESULTS

A. Total multiplicities

From Table V it is evident that the total multi-
plicities from nuclear targets increase slowly
with nuclear thickness and incident energies. This
is consistent with a slow evolution of the asymp-
totic state from a hadron-nucleon collision. A
measure of the multiplication that does occur is
given by the ratio of the hadron-nucleus multipli-
cities (n)» from Table V to the corresponding
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FIG. 14. Scaled multiplicity as a function of nuclear thickness. The solid line is a result of the fit R~=~+ bv, the
dashed line R~=1—b+ bv. Data are for incident momenta (a) 50 GeV/c, (b) 100 GeV/c, (c) 200 GeV/c. Only multiplic-
ities from part II (Table V) are included in the fit. Effects of errors on v are included in the fitting procedure.
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2 1% antiprotons at 100 GeV/c, and 96.2% pions,
3.4% kaons, and 0.4% antiprotons at 1'75 GeV/c.
At both momenta„ the muon component amounted
to approximately 1% of the hadron component.
The multiplicity detector, as shown in Fig. 1,

consisted of 13 counters. Twelve' counters formed
a truncated cone with the axis along the incident
beam direction. These 12 elements were made
of ultraviolet-transmitting (UVT) lucite. A —,'-in.
carbon layer, which absorbed low-energy & rays,
lined the inside upstream face of the cone. The
13th counter, labeled C in Fig. 1, was a 12-sided
bevelled slab of UVT lucite which fitted into the
hole of the truncated cone.
All 13 counters were designed to detect only

relativistic particles. As shown in Fig. 2, UVT
lucite emits substantial Cerenkov light only for
particles with velocities greater than approxi-
mately 0.85t.-. Therefore, slow secondaries such
as nuclear fragments would not be detected in
these counters. From Fig. 2 it is also apparent
that for highly relativistic particles (X- 2), the
light output from UVT lucite is constant, regard-
less of the particle momentum. This property
was used to count the number of relativistic sec-
ondaries traversing the forward-looking C counter
by means of pulse height. A typical pulse-height
spectrum resulting from hadron-aluminum inter-
actions is shown in Fig. 3.

B. Part II: Apparatus
In part II, the experiment was moved down-

stream of the M6 beam line Cerenkov counters

~ PART I
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R I R3
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e„ I I I I I I I I
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)
I I I

ln (tan (g/2) )
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FIG. 5. Acceptance of the apparatus. H refers to the
wide-angle hodoscope, &1, P2, and &3 to the three lu-
cite-scintillator ring hodoscopes, and C to the Cerenkov
counter.

so that particle identification on an event-by-event
basis could be used. Figure 4(a) shows the layout
of the beam line trigger and veto counters. Re-
quirements similar to those used in part I were
imposed on the separation between successive
incident particles. However, downstream dipole
magnets were not present at this location to iso-
late the interaction region from the final veto
counter V3. Thus V3 was not used in the trigger,
but was recorded for subsequent analysis.
The detection apparatus was augmented, as

diagrammed in Fig. 4(b), in order to measure
the angular distribution of secondaries. The 12-
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FULL DYNAMICAL EVOLUTION THAN AT ETA=0:

COMPARISONS OF A+A WITH P+P, D+AU, E+E-(?) 

2

ical approaches (e.g. PYTHIA [4]) are used to describe
most of the (predominantly soft) particles produced in
high energy pp or pp collisions.

In this Letter, we report results from the PHOBOS
experiment on the total multiplicity of primary charged
particles 〈Nch〉 as a function of Npart for Au+Au colli-
sions at

√
sNN = 19.6, 130 and 200 GeV, where

√
sNN is

the nucleon-nucleon center-of-mass energy. Comparisons
with pp/pp and e+e− data are made to investigate how
these possibly different mechanisms of particle produc-
tion apply in the context of heavy ion collisions.

The PHOBOS multiplicity detector consists of two ar-
rays of silicon detectors which cover nearly the full solid
angle for collision events. The “Octagon” detector sur-
rounds the interaction region with a roughly cylindrical
geometry covering |η| < 3.2. Two sets of three “Ring”
detectors are placed far forward and backward of the in-
teraction point and surround the beam pipe, covering
3 < |η| < 5.4. The methods used for measuring the
multiplicity of charged particles as well as for determin-
ing 〈Npart〉 have been described in more detail in Refs.
[5, 6].

In principle, one could present the total number of par-
ticles only measured in the fiducial acceptance of the
detector (|η| < 5.4). However, it has already been no-
ticed that the centrality evolution of dNch/dη in Au+Au
collisions is not just a change in yield, but a change in
shape, with the pseudorapidity shape in peripheral colli-
sions being somewhat wider than that observed in central
collisions[8]. Thus, it is necessary to correct for the un-
measured yield in a centrality-dependent manner.

Using the data presented in Ref. [6], Fig. 1a shows
dNch/dη/〈Npart〉/2 averaged over the forward and back-
ward hemispheres for the 3% most central Au+Au events
at

√
sNN = 200 GeV. The systematic errors (represent-

ing a 90% CL interval) depend on η and are shown on
the figure as a shaded band. To correct for the accep-
tance loss, we have used several methods inspired by the
observed “limiting fragmentation” seen in the lower en-
ergy PHOBOS data relative to the higher energy data
when shown as a function of η′ = η − ybeam [6]. PHO-
BOS data from

√
sNN = 19.6 GeV for η > 2.5, shifted

by ∆η = y200 − y19.6 = 2.32 (the difference in beam ra-
pidities between the two energies), displays the limiting
fragmentation behavior [6]. This effectively extends the
rapidity coverage to η ∼ 8. A Woods-Saxon-like func-
tion for dN/dη [7] fit to the Au+Au data, also provides a
reasonable description of the dN/dη distribution, and ex-
trapolates through the lower energy central data as well.
Thus, in one method, we integrate dNch/dη for

√
sNN =

130 and 200 GeV for η′ < 0 and use the PHOBOS data
at √

sNN = 19.6 GeV for η′ > 0. We also integrate
the Woods-Saxon-like fits, similar to that shown in Fig.
1a, for |η| < 8. These two approaches agree within 2%
for central events, but differ up to 8% in more periph-
eral events, where one expects spectator-related effects
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FIG. 1: (a) dNch/dη/〈Npart/2〉 of charged particles produced
in central Au+Au collisions at

√
sNN = 200 and 19.6 GeV

(shifted by ∆η = 2.32), compared with elementary systems.
A fit to the 200 GeV Au+Au data is shown. The e+e− data
are plotted as a function of yT , the rapidity relative to the
thrust axis, always assuming the pion mass. (b) PHOBOS
and UA5 data divided by a Woods-Saxon-like fit to the 200
GeV Au+Au data.

in the far forward region, so we average the two results
to achieve the final estimate of the total charged-particle
multiplicity. For the lowest RHIC energy, we simply in-
tegrate the charged particles in the PHOBOS acceptance
and average this with the integral of the functional fits,
which differ by up to 15% in the most peripheral data
considered here.

In Fig. 2 〈Nch〉/〈Npart/2〉 is shown for PHOBOS data
at three RHIC energies as a function of Npart. The
90% CL systematic error on the centrality dependence of
〈Nch〉/〈Npart/2〉 is shown as a shaded band, and repre-
sents a combination of several factors, dominated by the
uncertainty of the extrapolation procedure to extract Nch

over the full solid angle. This figure shows that the heavy
ion data are consistent with “wounded nucleon” scaling
over the measured centrality range, since the multiplicity
is proportional to Npart (Nch ∝ Npart). This constancy
of 〈Nch〉/〈Npart/2〉 is a striking feature in view of the var-
ious particle production mechanisms (e.g. jet fragmenta-
tion, quark recombination, statistical hadronization) ex-
pected to be relevant in heavy ion collisions.

In proton-nucleus data at lower energies, one also ob-
serves that the total multiplicity scales linearly with
Npart, proportional to the multiplicity measured in pp



Longitudinal scaling
Invariance of inclusive yields when 
viewed in rest frame of one projectile
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Centrality dependence of the pseudorapidity density 10
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Fig. 6: dNch/dh per centrality class compared to model predictions [23–27].
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(TOTAL MULTIPLICITY OBTAINED USING 
A DOUBLE-GAUSSIAN FIT - WHY NOT USE PHOBOS DATA?)
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and Npart scale. The shaded band shows the uncertainty
on the extrapolation procedure as a 90% C.L. interval. The
open symbols show UA5 data at 200 GeV and results from
an interpolation of NSD data at other energies. The dotted
lines show the values from the e+e− fit.

collisions at the same center-of-mass energy [1]. Non-
single diffractive (NSD) proton-antiproton data exist at
200 GeV, but neither inelastic nor NSD data exist for
the other two RHIC energies. For energies where no
data exists, we use parameterizations of pp data from
Ref. [9], 〈Nch〉 = −4.2 + 4.69s0.155, for inelastic, and
〈Nch〉 = −7.5 + 7.6s0.124 for non-single diffractive colli-
sions.

In A+A collisions, Nch clearly scales linearly with
Npart, but not proportionally to the multiplicity mea-
sured in pp collisions at the same energy, as was observed
in proton-nucleus collisions at different beam energies.
Rather, it scales with a value that is about 40% higher
than in pp. To understand this difference, it is useful to
compare the total multiplicity produced in other strongly
interacting systems, including the final state in e+e− an-
nihilations to hadrons. In Fig. 2, the total multiplicity in
e+e− annihilations, derived from a fit detailed below, are
depicted by dotted lines. One can see that the constant
of proportionality for Nch ∝ Npart/2 is approximately
the multiplicity measured in the e+e− reactions.

To make sure these comparisons are justified over the
full phase space, we compare the longitudinal distribu-
tions in Au+Au, pp/pp and e+e− data. We use only cen-
tral Au+Au data for the remaining comparisons since

they represent the least amount of residual spectator
matter which may contaminate the dN/dy distribution
at very-forward pseudo-rapidities.

In Fig. 1a, the 3% most central Au+Au data are com-
pared with dNch/dη for non-single diffractive pp collisions
[10] and dN/dyT for e+e− collisions (with cuts applied to
reject large initial-state photon radiation) [11] at

√
s =

200 GeV. The variable yT is the rapidity of charged par-
ticles relative to the event thrust axis, assuming the pion
mass for all particles. JETSET calculations indicate that
the yT distribution is slightly narrower than the corre-
sponding pseudorapidity distribution in e+e− collisions,
with a difference in particle density of less than ±10%
for |η| and |yT | < 4 [4]. The same calculations also show
that the choice in kinematic variables does not explain
the difference in the forward region (above |η| = 4), al-
though this may not be surprising, as this region may well
show some residual effect of the presence of participating
nucleons.

It is observed that Au+Au, pp and e+e− data are sim-
ilar in shape at the same

√
s, and that Au+Au and e+e−

data also agree in magnitude. The agreement in shape
of Au+Au and pp data over a large range in η is shown
in Fig. 1b.

Due to the weak (constant within errors) centrality de-
pendence established in A+A collisions, one can compare
the total multiplicity as a function of √sNN without con-
sideration of the centrality dependence. In Fig. 3a, data
on 〈Nch〉 from pp, pp, e+e− and central heavy ion col-
lisions (scaled by 〈Npart/2〉) are compared over a wide
range of

√
s and

√
sNN . The data and systematic errors

for the total multiplicity in pp, pp, and e+e− are avail-
able from Ref. [12] and no further corrections are applied.
The errors shown are the quadratically combined statis-
tical and systematic errors. Heavy ion data are shown
for central Au+Au events at RHIC (this work), Au+Au
events from E895 at the AGS (

√
sNN = 2.6 − 4.3 GeV)

[13] and Pb+Pb events from NA49 at the SPS (√sNN =
8.6, 12.2 and 17.3 GeV) [14]. A PHOBOS Au+Au data
point at

√
sNN = 56 GeV has been added by using the

measured value at midrapidity [15] and using the limit-
ing fragmentation distribution described in Ref. [6] to
approximate the shape of the full distribution. Finally,
data points using PHOBOS d+Au data at √

sNN = 200
GeV [16] are also shown, and compare well to the UA5
pp results at the same energy. All of the errors shown for
the heavy ion data are systematic.

Perturbative QCD calculations are able to predict the
dependence of the total multiplicity in e+e− collisions as
a function of

√
s, Ne+e−(s) = Cαs(s)A exp(

√
B/αs(s)),

with A = 0.427 and B = 2.88 fully calculable within
pQCD[17] and αs(s) ∝ ln(s/Λ2

QCD). The QCD scale
ΛQCD is set to 225 MeV, leaving only a constant of pro-
portionality C free to fit to the experimental data. A
fit to the e+e− data has been made with this expression
(“e+e− Fit”) and has been used in Fig. 3b to scale all

HERE, “FACTORIZATION”
BECOMES TRIVIAL:
NO CENTRALITY 
DEPENDENCE 
IN A+A OVER 4Π
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semi-central, denoted R
Npart

PC , at different energies as a
function of η′. The inset of Fig. 4a shows the previously
published results for Au + Au collisions [3], indicating
that the change in shape as a function of centrality is in-
dependent of beam energy. The ratios R

Npart

PC for Cu + Cu
at three energies exhibit the same feature (solid points)
in Fig. 4a. By comparing to Au + Au results (open
points) this ratio is found to be similar in the midrapidity
region −2.5 ≤ η′ ≤ 0.5 but in the region η′ > 0.5 the
ratio for Au + Au is higher. To study this difference,
we plot in Fig. 4b the R

Npart

PC ratio for Cu + Cu and
Au + Au for centrality bins selected to represent similar
initial geometry even more precisely, i.e. similar value
of Npart/2A for the two systems. Using this comparison
criterion we observe good agreement between the two
systems over the full range of pseudorapidity.

The values of total charged particle multiplicity, NTot
ch ,

estimated by extrapolation to the unmeasured region of
pseudorapidity, are presented for Cu + Cu collisions at√

s
NN

= 22.4, 62.4 and 200 GeV in Fig. 5 and given in
Table I. The method used to determine NTot

ch is detailed
in Ref. [12] for Au + Au collisions. At all energies, NTot

ch

is obtained by averaging the results of two techniques.
One involved fitting a Wood-Saxon functional form to
the data for |η| ≤ 8 at the two higher energies and
|η| ≤ ybeam at the lowest energy where yCuCu

beam (22.4 GeV)
= 3.2 and yAuAu

beam (19.6 GeV) = 3.0. The other involved
simply integrating the lowest energy data and using the

extended longitudinal scaling result to extrapolate the
higher energy data into the unmeasured regions. The
Cu + Cu and Au + Au results are compared at the same
energies, 62.4 and 200 GeV, as well as at nearly the same
energy 22.4 (CuCu) and 19.6 GeV (Au + Au) in Fig. 5.
We observe that NTot

ch scales approximately linearly with
〈Npart〉 in both Cu + Cu and Au + Au collisions, and
has similar values for the same 〈Npart〉. The comparison
indicates that the transition between inelastic p(p̄) + p
and Cu + Cu collisions is not controlled simply by the
number of participants, as even the very central d + Au
multiplicity per participant pair shows little sign of con-
tinuity to the Cu + Cu results.

In summary, the measured pseudorapidity
distributions of charged particles and the estimated
total charged particle multiplicity in Cu + Cu collisions
are presented as a function of collision centrality and
energy,

√
s
NN

= 22.4, 62.4 and 200 GeV. The results show
that Npart is the scaling variable unifying the centrality
dependence for Cu + Cu and Au + Au in the midrapidity
region and for NTot

ch . However, the best agreement of the
pseudorapidity distributions per nucleon participants
over the full range of η between Cu + Cu and Au + Au
in the central collisions at the same energy is obtained
for centrality bins selected to yield similar value of
Npart/2A in both systems. The Cu + Cu and Au + Au
results at similar energy show that the particle density
per nucleon participant pair in the midrapidity region is
similar in both systems. The phenomenon of extended
longitudinal scaling in Cu + Cu and Au + Au collisions
holds independent of colliding energy and system size. A
dependence on the size of the colliding nuclei is observed
in the pseudorapidity distributions in the fragmentation
region at low energies, 22.4 (Au + Au 19.6) and 62.4
GeV, when the collision centrality of the two systems is
selected for similar Npart. This may be attributed to the
two excited nuclear remnants being bigger in Au + Au
than in Cu + Cu collisions. The essential role of collision
geometry when comparing pseudorapidity distributions
of charged particles between nuclear species is clearly
demonstrated.
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Fig. 4: Extrapolation to the total number of produced charged particles as a function of the number of participating
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Figure 2. Two-particle correlation functions versus �⌘ and �� in pp collisions at
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0.06 was excluded in both signal and background distributions in order to reject residual
secondary e↵ects (i.e., any tracks from photon conversions, weak decays, or �-electrons
which were not rejected by the cut on the projected distance of the track from the vertex).

The complex two-dimensional (2-D) correlation structure shown in figure 2 is dom-
inated by three prominent components: a narrow peak at (�⌘,��)⇡(0,0) which can be
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= 200 GeV. The solid curves correspond to

Eq. 5 with the final values of the parameters (see text for discussion). The error bars and bands correspond to point-to-point
systematic errors and overall scale errors respectively with 90% C.L. The statistical errors are negligible.

Correlation functions for bins in vertex and centrality
are individually fit using Eq. 5 to extract the effective
cluster size, Keff , and the cluster decay width, δ, for
each bin. These results are then averaged over the vertex
range to find the final results for each centrality. The
averaged correlation functions are shown in Fig. 3 along
with a line showing Eq. 5 with the final averaged values
of the fit parameters. The three most central points (a
region of |∆η| < 0.45) in R(∆η) are excluded from the
fits mainly due to the large uncertainty stemming from
residual detector effects.

Results on effective cluster size (Keff) and decay width
(δ) as a function of the fractional cross section 1− σ/σ0,
where σ0 is the total A+A inelastic cross section, are
shown in Fig. 4 for Cu+Cu and Au+Au collisions at

√
s

NN
= 200 GeV. The systematic uncertainties are

estimated using a similar procedure to p+p collisions [6]
with an additional contribution from the occupancy
corrections. The overall scale error, common to both
Cu+Cu and Au+Au, is 5% for both Keff and δ in
inclusive and away-side data. The near-side data has
a slightly smaller overall scale error of 3% for both Keff

and δ. The shaded band indicates the value found in√
s = 200 GeV p+p collisions, which suggests that the

cluster properties are similar in p+p and A+A systems.
This implies that the phenomenological properties of
hadronization appear to be similar in p+p and A+A.
However, an increase of both the effective cluster size and
decay width is observed going from p+p to peripheral
A+A systems. Toward more central collisions, it is also

2

dynamically generated distribution in η and φ. The
clusters subsequently decay isotropically in their own rest
frame into the observed final-state hadrons. The ob-
served correlation strength and extent in phase space can
be parameterized in terms of the cluster multiplicity, or
“size” (the average number of particles in a cluster) and
the decay “width” (which characterizes the separation
of the particles in pseudorapidity). However, it should
be noted that independent cluster emission is only a
phenomenological approach which provides no insight as
to the mechanisms by which clusters are formed. Further
modeling is required to connect these studies to the
underlying QCD dynamics.

A measurement of cluster properties from two-particle
correlations in p+p collisions for particles emitted into
|η| < 3 was performed previously at center of mass
energies (

√
s) of 200 GeV and 410 GeV using the

PHOBOS detector at the Relativistic Heavy Ion Collider
(RHIC) [6]. The data suggested an effective cluster size
(Keff , defined in Sect. IV) of 2.44±0.08 at

√
s = 200 GeV,

increasing with collision energy and event multiplicity.
The results are consistent with previous measurements
from ISR and Spp̄S at various energies [1, 3, 4].

In heavy ion collisions at RHIC, it has been predicted
that the formation of a strongly interacting quark gluon
plasma could modify cluster properties relative to p+p
collisions [7]. In order to systematically explore the
properties of the clusters from p+p to A+A collisions,
this paper presents the results on two-particle angular
correlations in Cu+Cu and Au+Au collisions at center
of mass energy per nucleon pair (

√
s

NN
) of 200 GeV,

over a very broad acceptance in ∆η (= η1 − η2) and
∆φ (= φ1 − φ2). The PHOBOS Octagon detector,
covering pseudorapidity -3 < η < 3 over almost the
full azimuth, is well suited to measure the correlations
between particles emitted from clusters. The two-
dimensional (2-D) correlation functions in Cu+Cu and
Au+Au collisions, as well as the extracted effective
cluster size and width from one-dimensional (1-D) ∆η
correlation functions, are presented as a function of
system size. By separating clusters into “near-side”
(0◦ < ∆φ < 90◦) and “away-side” (90◦ < ∆φ <
180◦), more detailed information on the properties of the
clusters is obtained. Furthermore, extrapolating limited
acceptance (|η| < 3) to full phase space, cluster properties
unbiased by detector acceptance have been estimated.
This comprehensive analysis of cluster properties in p+p
and A+A collisions should provide useful information for
understanding the hadronization stage, but may also give
insight into physics relevant at much earlier times.

II. DATA SETS

The data presented here for Cu+Cu and Au+Au
collisions at

√
s

NN
= 200 GeV were collected during

RHIC Run 4 (2004) and Run 5 (2005) using the large-
acceptance PHOBOS Octagon silicon array covering
pseudorapidity −3 < η < 3 over almost the full azimuth.
A full description of the PHOBOS detector can be found
in Ref. [8]. The primary event trigger used the time
difference between signals in two sets of 10 Cerenkov
counters located at 4.4 < |η| < 4.9, to select collisions
that were close to the nominal vertex position zvtx = 0
along the beam-axis. About 4 million events each of
Cu+Cu and Au+Au collisions at

√
s

NN
= 200 GeV were

selected for further analysis by requiring that the primary
collision vertex falls within |zvtx| < 6 cm.

The angular coordinates (η,φ) of charged particles are
measured using the location of the energy deposited in
the silicon pads of the Octagon. The granularity of the
Octagon is determined by the sizes of the readout pads
which are about 11.25◦ (∼ 0.2 radians) in φ and range
from 0.006 to 0.05 in η. Noise and background hits are
rejected by placing a lower threshold on the deposited
energy corrected for the path length through the silicon
after hit merging, assuming that the charged particle
originated from the primary vertex. Depending on η,
merged hits with less than 50-60% of the energy loss
expected for a minimum ionizing particle are rejected.
More details of the hit reconstruction procedure can be
found in Ref. [9].

III. ANALYSIS PROCEDURE

The detailed analysis procedure is described in
Ref. [6]. The inclusive two-particle correlation function
in (∆η,∆φ) space is defined as follows:

R(∆η,∆φ) =

〈

(n − 1)

(

ρII
n (∆η,∆φ)

ρmixed(∆η,∆φ)
− 1

)〉

=

〈

(n − 1)ρII
n (∆η,∆φ)

〉

ρmixed(∆η,∆φ)
− 〈n − 1〉 . (1)

The first line of Eq. 1 shows the behavior of the correla-
tion function, while its mathematically equivalent second
line corresponds to the analysis procedure described
below. For a given centrality bin, ρII

n (∆η,∆φ) (normal-
ized to unit integral) is the foreground pair distribution
evaluated event-by-event by taking pairs within the same
event. It is then weighted by a factor, (n − 1) (where n
is the total number of hits in each event, while generator
level tracks are used in MC), and averaged over all the
events. The event multiplicity normalization factor, (n−



6

RMS).

V. RESULTS

The final two-particle inclusive correlation functions,
averaged over 10 vertex bins, are shown in Fig. 3 as a
function of ∆η and ∆φ at

√
s = 200 GeV (column a) and

410 GeV (column b). The near-side hole corresponds to
the excluded region of |∆η| < 0.15 and |∆φ| < 5.625◦.
The systematic uncertainties in the absolute value of
R(∆η,∆φ) are of the order of 0.3, relative to a peak value
of 5, with little ∆η or ∆φ dependence.

The complex 2-D correlation structure shown in Fig. 3
is approximately Gaussian in ∆η and persists over the full
∆φ range, becoming broader toward larger ∆φ (which
will be discussed in quantitative detail below). Similar
structures also exist in PYTHIA (Fig. 1a) though they
do not reproduce the strength of the short-range rapidity
correlations seen in the data. The qualitative features of
the observed correlation structure are consistent with an
independent cluster approach according to a simulation
study from the ISR experiment using a low-mass reso-
nance (ρ,ω,η) gas model [2]. The excess of the near-side
peak (∆η ∼ 0 and ∆φ ∼ 0) relative to the away-side
could be partially a result of the HBT effect [11]. This
possibility is investigated in the Appendix using a simple
MC model and found to be negligible for the cluster
properties investigated below.

To study the correlation structure quantitatively, the
2-D correlation function is projected into a 1-D pseu-
dorapidity correlation function of ∆η by integrating
ρII

n (∆η, ∆φ) and ρmixed(∆η, ∆φ) over ∆φ as follows:

R(∆η) =

〈

(n − 1)

(

∫

ρII
n (∆η, ∆φ)d∆φ

∫

ρmixed(∆η, ∆φ)d∆φ
− 1

)〉

.

(6)
The two-particle pseudorapidity correlation function
R(∆η), averaged over the ∆φ range from 0◦ to 180◦,
is shown in Fig. 4 at

√
s = 200 and 410 GeV. The error

bars (also in Figs. 5 - 8) correspond to point-to-point
systematic errors with 90% C.L. The error bands (also in
Figs. 5 - 8) denote an overall scale error with 90% C.L.
as an indication of the uncertainties in the correction
method which tends to move all of the data points up
and down in a correlated fashion. The statistical errors
are negligible due to the large p+p event sample used in
this analysis.

In the context of an independent cluster emission
model, R(∆η) takes the functional form [4]:

R(∆η) = α

[

Γ(∆η)

ρmixed(∆η)
− 1

]

(7)
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FIG. 4: Two-particle pseudorapidity correlation function,
averaged over the ∆φ range from 0◦ to 180◦, in p+p collisions
at

√
s = 200 GeV (left) and 410 GeV (right). The solid curves

correspond to the fits by the cluster model using Eq. 7 over the
full ∆η range. The error bars and bands correspond to point-
to-point systematic errors and overall scale errors respectively
with 90% C.L. The statistical errors are negligible.

where the correlation strength α = 〈K(K−1)〉
〈K〉 is a

parameter containing information on the distribution
of cluster size K. The function Γ(∆η) is a Gaussian
function

∝ exp[−(∆η)2/(4δ2)]

characterizing the correlation of particles originating
from a single cluster where δ indicates the decay width
of the clusters. The background distribution ρmixed(∆η)
is just the distribution obtained by event-mixing intro-
duced in section III. To correct for the holes in the PHO-
BOS acceptance, we calculate the ratio of the background
for PYTHIA primary particles, ρmixed

MC,pri(∆η), to the one

obtained in the full GEANT simulations, ρmixed
MC,sim(∆η).

The ratio is applied to the background calculated from
the data, ρmixed

data,raw(∆η), as a multiplicative factor:

ρmixed
data,final(∆η) =

ρmixed
MC,pri(∆η)

ρmixed
MC,sim(∆η)

× ρmixed
data,raw(∆η). (8)

The effective cluster size is related to the extracted
correlation strength via the relation:

Keff = α + 1 =
〈K(K − 1)〉

〈K〉
+ 1 = 〈K〉 +

σ2
K

〈K〉
. (9)

Without any knowledge of the distribution of K, it is
impossible to directly measure the average cluster size
〈K〉. However, by a χ2 fit of Eq. 7 to the measured two-
particle pseudorapidity correlation function, the effective
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FIG. 3: Two-particle pseudorapidity correlation functions, averaged over the ∆φ range from 0◦ to 180◦, in Cu+Cu (upper
row) and Au+Au (lower row) collisions for five different centrality classes at

√
s

NN
= 200 GeV. The solid curves correspond to

Eq. 5 with the final values of the parameters (see text for discussion). The error bars and bands correspond to point-to-point
systematic errors and overall scale errors respectively with 90% C.L. The statistical errors are negligible.

Correlation functions for bins in vertex and centrality
are individually fit using Eq. 5 to extract the effective
cluster size, Keff , and the cluster decay width, δ, for
each bin. These results are then averaged over the vertex
range to find the final results for each centrality. The
averaged correlation functions are shown in Fig. 3 along
with a line showing Eq. 5 with the final averaged values
of the fit parameters. The three most central points (a
region of |∆η| < 0.45) in R(∆η) are excluded from the
fits mainly due to the large uncertainty stemming from
residual detector effects.

Results on effective cluster size (Keff) and decay width
(δ) as a function of the fractional cross section 1− σ/σ0,
where σ0 is the total A+A inelastic cross section, are
shown in Fig. 4 for Cu+Cu and Au+Au collisions at

√
s

NN
= 200 GeV. The systematic uncertainties are

estimated using a similar procedure to p+p collisions [6]
with an additional contribution from the occupancy
corrections. The overall scale error, common to both
Cu+Cu and Au+Au, is 5% for both Keff and δ in
inclusive and away-side data. The near-side data has
a slightly smaller overall scale error of 3% for both Keff

and δ. The shaded band indicates the value found in√
s = 200 GeV p+p collisions, which suggests that the

cluster properties are similar in p+p and A+A systems.
This implies that the phenomenological properties of
hadronization appear to be similar in p+p and A+A.
However, an increase of both the effective cluster size and
decay width is observed going from p+p to peripheral
A+A systems. Toward more central collisions, it is also

PROJECTING ONTO ∆ETA
REMOVES FLOW FROM A+A:

“SHORT RANGE” CORRELATIONS
ARE NOT SHORT -- BUT NOR ARE
THEY EXTENDING FULL ETA RANGE
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Figure 6. (a) K
e↵

and (b) � as a function of
p

s based on a model-dependent extrapolation of
CMS data to pT ⇡ 0 and |⌘| < 3 (solid circles), as well as data from PHOBOS [6] (solid squares),
UA5 [5] (solid triangles) and ISR [3] (solid stars) experiments for pp and pp̄ collisions. Open circles
and squares show the PYTHIA results for the D6T tune and default parameters, respectively.

marized in table 4, where the third quoted uncertainty is due to the extrapolation. The
error bars in figure 6 include the systematic uncertainties from both the experimental mea-
surements and the extrapolations added in quadrature. Events generated with PYTHIA
D6T tune show a similar energy dependence of K

e↵

and � as the data, but systematically
underestimate the magnitude of K

e↵

over the full energy range.

The observed cluster size cannot be fully explained by a resonance decay model even
at very low energies, since the expectation of hKi from resonance decays is about 1.5 (ex-
trapolating to 1.7 for K

e↵

depending on the assumed cluster size distribution [5]). This
is significantly lower than the observed values, but is close to what is seen in PYTHIA.
Additional sources of pseudorapidity correlations, such as local quantum number conserva-
tion [33], are needed to describe the data. As the energy increases further (especially at the
TeV scale), the onset of jets should play a more important role in the particle production,
resulting in bigger clusters. This e↵ect could be the underlying cause for the observed
energy dependence of K

e↵

.
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to the full acceptance in Cu+Cu (squares) and Au+Au (circles) collisions at

√
s

NN
= 200 GeV. The error bars for data points

represent systematic errors with 90% C.L. Results in p+p collisions at
√

s = 200 GeV after correcting to the full acceptance
are shown in the shaded band, which are larger than those in Ref. [6] measured in an acceptance of |η| < 3.

been shown that the correlation functions in heavy ion
collisions are not very different from those found in p+p,
allowing a similar interpretation in terms of clusters. In
this approach, multiple particles are understood to be
emitted close together in phase space, with a typical
effective cluster size of 2.5-3.5 charged particles in p+p
collisions. The correlation functions in A+A show a non-
trivial decrease in effective cluster size with increasing
centrality, and a surprising geometric scaling between
Cu+Cu and Au+Au collisions. Analysis of near- and
away-side clusters provides additional information on
the details of the cluster properties. Extrapolating the
measured cluster parameters to the full phase space using
an independent cluster model as well as other dynamical

models such as PYTHIA, HIJING and AMPT, the
effective cluster size and width increase in magnitude
to a level which seems to challenge most conventional
scenarios of the hadronization process. Clearly, more
experimental and theoretical work will be needed to
understand these novel aspects of heavy ion collisions.
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WHILE PHOBOS COULD NOT PROVIDE
PT DEPENDENCE, THE LARGE ETA COVERAGE
GAVE FIRST LOOK AT THE RIDGE AT VERY

LARGE ∆ETA SEPARATIONS...
... NO END IN SIGHT!

PHOBOS Au+Au Ridge
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hard scattering can involve partons with very different
fractions of the proton momentum.

In central Auþ Au collisions, particle production cor-
related with a high pT trigger particle is strongly modified
as shown in Fig. 2(b). Not only is the enhanced away-side
yield much broader in !!, the near-side peak at !! " 0
now sits atop a pronounced ridge of correlated partners
extending continuously and undiminished all the way to
j!"j ¼ 4. To examine the near-side structure more
closely, the correlated yield is integrated over the region
j!!j< 1 and plotted as a function of !" in Fig. 2(c). For
the most central 30% of Auþ Au collisions, there is a
significant and relatively flat correlated yield of about 0.25
particles per unit pseudorapidity far from the trigger
particle.

A more detailed examination of the correlation structure
is possible by projecting the correlation onto the !! axis
as in Fig. 3. In the top row of that figure, the correlated
yield in Auþ Au is compared for five centrality bins

(40%–50%, 30%–40%, 20%–30%, 10%–20%, and
0%–10%) to PYTHIA-simulated pþ p events at short range
(i.e., integrated over the region j!"j< 1). In the bottom
row, the same comparison is shown at long range (i.e.,
integrated over the region $4< !"<$2).
Focusing first on the away-side correlation, a number of

features become apparent. First, the shape of the correla-
tion is considerably broader in !! for Auþ Au collisions
compared to pþ p in all measured centrality bins.
Additionally, the magnitude of the away-side yield is en-
hanced relative to pþ p, increasingly so for more central
Auþ Au collisions. Finally, the away-side correlation
seems to have a very similar shape and centrality depen-
dence at both short and long range. This last observation is
explored more quantitatively in Fig. 4, where integrated
away-side yields (!!> 1) are presented as a function of
participating nucleons at short and long range.
The near-side region also shows a strong modification

spanning the full measured pseudorapidity range. At short
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FIG. 3 (color online). Projections of the correlated yield versus !! at short range (top row, $1<!"< 1) and long range (bottom
row, $4<!"<$2) for five centrality bins (most central on right). Points have been reflected about !! ¼ 0 and averaged. The
dashed line is pþ p PYTHIA for comparison. 90% C.L. systematic uncertainties are presented as in Fig. 2(c).
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FIG. 2 (color online). Per-trigger correlated yield with ptrig
T > 2:5 GeV=c as a function of !" and !! for
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p
and
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sNN

p ¼ 200 GeV
(a) PYTHIA pþ p and (b) PHOBOS 0%–30% central Auþ Au collisions. (c) Near-side yield integrated over j!!j< 1 for 0%–30%
Auþ Au compared to PYTHIA pþ p (dashed line) as a function of !". Bands around the data points represent the uncertainty from
flow subtraction. The error on the ZYAM procedure is shown as a gray band at zero. All systematic uncertainties are 90% confidence
level.
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Many Explanations...
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• Coupling of induced radiation to longitudinal flow

• Recombination of shower + thermal partons 

• Anisotropic plasma

• Turbulent color fields

• Bremsstrahlung + transverse flow + jet-quenching

• Splashback from away-side shock

• Momentum kick imparted on medium partons

• Glasma Flux Tubes

Armesto et al., PRL 93, 242301

Hwa, arXiv:nucl-th/0609017v1

Shuryak, arXiv:0706.3531v1

Romatschke, PRC 75, 014901

Majumder, Muller, Bass, arXiv:hep-ph/0611135v2

Pantuev, arXiv:0710.1882v1

Wong, arXiv:0707.2385v2

Dumitru, Gelis, McLerran, Venugopalan, arXiv:0804.3858; Gavin, McLerran, Moscelli, arXiv:0806.4718

...FROM A 2008 TALK BY ED WENGER (PHOBOS)

“RIDGE & CONE” KEPT US BUSY FOR 6 YEARS!
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Initial state matters
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COLLISION-GEOMETRY FLUCTUATIONS AND . . . PHYSICAL REVIEW C 81, 054905 (2010)
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FIG. 2. Distribution of (a) eccentricity, ε2, and (b) triangularity, ε3, as a function of number of participating nucleons, Npart, in
√

sNN =
200 GeV Au + Au collisions.

consistent with the expected fluctuations in the initial state
geometry with the new definition of eccentricity [46]. In this
article, we use this method of quantifying the initial anisotropy
exclusively.

Mathematically, the participant eccentricity is given as

ε2 =

√(
σ 2

y − σ 2
x

)2 + 4(σxy)2

σ 2
y + σ 2

x

, (3)

where σ 2
x , σ 2

y , and σxy , are the event-by-event (co-)variances
of the participant nucleon distributions along the transverse
directions x and y [8]. If the coordinate system is shifted to the
center of mass of the participating nucleons such that 〈x〉 =
〈y〉 = 0, it can be shown that the definition of eccentricity is
equivalent to

ε2 =
√

〈r2 cos(2φpart)〉2 + 〈r2 sin(2φpart)〉2

〈r2〉
(4)

in this shifted frame, where r and φpart are the polar coordinate
positions of participating nucleons. The minor axis of the
ellipse defined by this region is given as

ψ2 =
atan2(〈r2 sin(2φpart)〉, 〈r2 cos(2φpart)〉) + π

2
. (5)

Since the pressure gradients are largest along ψ2, the collective
flow is expected to be the strongest in this direction. The
definition of v2 has conceptually changed to refer to the second
Fourier coefficient of particle distribution with respect to ψ2
rather than the reaction plane

v2 = 〈cos(2(φ − ψ2))〉. (6)

This change has not affected the experimental definition since
the directions of the reaction plane angle or ψ2 are not a priori
known.

Drawing an analogy to eccentricity and elliptic flow, the
initial and final triangular anisotropies can be quantified as par-
ticipant triangularity, ε3, and triangular flow, v3, respectively:

ε3 ≡
√

〈r2 cos(3φpart)〉2 + 〈r2 sin(3φpart)〉2

〈r2〉
(7)

v3 ≡ 〈cos(3(φ − ψ3))〉, (8)

where ψ3 is the minor axis of participant triangularity given by

ψ3 =
atan2(〈r2 sin(3φpart)〉, 〈r2 cos(3φpart)〉) + π

3
. (9)

It is important to note that the minor axis of triangularity
is found to be uncorrelated with the reaction plane angle
and the minor axis of eccentricity in Glauber Monte Carlo
calculations. This implies that the average triangularity
calculated with respect to the reaction plane angle or ψ2 is
zero. The participant triangularity defined in Eq. (7), however,
is calculated with respect to ψ3 and is always finite.

The distributions of eccentricity and triangularity calculated
with the PHOBOS Glauber Monte Carlo implementation [47]
for Au + Au events at √

sNN = 200 GeV are shown in Fig. 2.
The value of triangularity is observed to fluctuate event by
event and have an average magnitude of the same order as
eccentricity. Transverse distribution of nucleons for a sample
Monte Carlo event with a high value of triangularity is shown
in Fig. 3. A clear triangular anisotropy can be seen in the region
defined by the participating nucleons.

x(fm)
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y(
fm

)

-10
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 = 0.533ε = 91,PartN

PHOBOS Glauber MC

FIG. 3. Distribution of nucleons on the transverse plane for a√
sNN = 200 GeV Au + Au collision event with ε3 = 0.53 from

Glauber Monte Carlo. The nucleons in the two nuclei are shown in
gray and black. Wounded nucleons (participants) are indicated as
solid circles, while spectators are dotted circles.
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TOGETHER! (PHOBOS 2005)

ALVER & ROLAND WERE FIRST TO
MAKE IT CLEAR THAT V3 SHOULD

EXIST AND, MORE IMPORTANTLY, 
RIDGE AND CONE ARE “LEFT 
BEHIND” IF V2 SUBTRACTED

PHOBOS
QM2005

B. ALVER AND G. ROLAND PHYSICAL REVIEW C 81, 054905 (2010)

the odd terms, was proposed by Mishra et al. to probe
superhorizon fluctuations in the thermalization stage [39].
In this work, we show that the second and third Fourier
components of two-particle correlations may be best studied
by treating the components of corresponding initial geometry
fluctuations on equal footing. To reduce contributions of
nonflow correlations, which are most prominent in short
pseudorapidity separations, we focus on azimuthal correlations
at long ranges in pseudorapidity. We show that the ridge and
broad away-side structures can be well described by the first
three coefficients of a Fourier expansion of the azimuthal
correlation function

dNpairs

d!φ
= Npairs

2π

[

1 +
∑

n

2Vn! cos(n!φ)

]

, (1)

where the first component, V1!
1, is understood to be due to

momentum conservation and directed flow and the second
component V2! is dominated by the contribution from elliptic
flow. Studies in a multiphase transport model (AMPT) [40]
suggest that not only the elliptic flow term, V2!, but also a
large part of the correlations measured by the V3! term, arises
from the hydrodynamic expansion of the medium.

II. FOURIER DECOMPOSITION OF AZIMUTHAL
CORRELATIONS

In the existing correlation data, different correlation
measures such as R(!η,!φ) [19], Nr̂(!η,!φ) [41], and
1/NtrigdN/d!φ(!η,!φ) [25] have been used to study differ-
ent sources of particle correlations. The azimuthal projection
of all of these correlation functions have the form

C(!φ) = A
dNpairs

d!φ
+ B, (2)

where the scale factor A and offset B depend on the definition
of the correlation function as well as the pseudorapidity range

1Note the distinction between Vn! and vn. See Eqs. (10) and (11)
for details.

of the projection [25]. Examples of long range azimuthal
correlation distributions are shown in Fig. 1 for inclusive
correlations from PHOBOS and STAR [19,41] and high-pT

triggered correlations from PHOBOS [25] for mid-central
Au + Au collisions obtained by projecting the two-
dimensional correlation functions onto the !φ axis at pseu-
dorapidity separations of 1.2 < !η < 1.9 for STAR data and
2 < !η < 4 for PHOBOS data. The correlation function data
used in this study are available at Refs. [42–44]. Also shown in
Fig. 1 are the first three Fourier components of the azimuthal
correlations and the residual after these components are taken
out. The data is found to be very well described by the three
Fourier components.

III. PARTICIPANT TRIANGULARITY AND TRIANGULAR
FLOW

It is useful to recall that traditional hydrodynamic calcu-
lations start from a smooth matter distribution given by the
transverse overlap of two Woods-Saxon distributions. In such
calculations, elliptic flow is aligned with the orientation of
the reaction plane defined by the impact parameter direction
and the beam axis and by symmetry, no V3! component
arises in the azimuthal correlation function. To describe this
component in terms of hydrodynamic flow requires a revised
understanding of the initial collision geometry, taking into
account fluctuations in the nucleon-nucleon collision points
from event to event. The possible influence of initial geometry
fluctuations was used to explain the surprisingly large values
of elliptic flow measured for central Cu + Cu collision,
where the average eccentricity calculated with respect to the
reaction plane angle is small [8]. For a Glauber Monte Carlo
event, the minor axis of eccentricity of the region defined
by nucleon-nucleon interaction points does not necessarily
point along the reaction plane vector but may be tilted. The
“participant eccentricity” [8,45] calculated with respect to this
tilted axis is found to be finite even for most central events and
significantly larger than the reaction plane eccentricity for the
smaller Cu + Cu system. Following this idea, event-by-event
elliptic flow fluctuations have been measured and found to be
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FIG. 1. (Top) Azimuthal correlation functions for mid-central (10–20%) Au + Au collisions at
√

sNN = 200 GeV obtained from projections
of two-dimensional !η,!φ correlation measurements by PHOBOS [19,25] and STAR [41]. The transverse momentum and pseudorapidity
ranges are indicated on the figures. Errors bars are combined systematic and statistical errors. The first three Fourier components are shown in
solid lines. (Bottom) The residual correlation functions after the first three Fourier components are subtracted.
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The ridge, post v3

Once Seen, Difficult to un-see

Fluctuations in the initial state provide 
simplest way to harmonize flow 
systematics

They are also the simplest way to 
understand the Ridge AND mach cone
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...THE END OF THE RIDGE??

(WILL LEAVE THIS FOR MY LHC FRIENDS!)



“Two-to-Tango” effect
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FIG. 9: Comparison of ✏

part

{4} from the full MCG (upper set of curves), the mixed-event MCG (lower set of curves) with
the semi-analytical approach, Eq. (B37), and B&O’s approximation (Eq. (13) from Ref. [23]), as well as with the standard
eccentricity as a function of N

part

in Au + Au (left) and Cu + Cu (right) collisions at
p

sNN = 200 GeV. The inset shows the
ratio with respect to ✏

part

{4} from the full MCG calculation.

how to obtain the analytical terms in a rigorous fashion.
For ✏

part

{2}, we obtain the same expression as Eq. (12)
in Ref. [23], and prove that the O �

1/N

2

part

�
terms are re-

ally negligible. We also obtain the expansion for ✏

part

{4},
Eq. (B37), where —in contrast to Ref. [23]— all impor-
tant terms have been kept. In particular, for central col-
lisions, when ✏

s

! 0, some terms of O �
1/N

3

part

�
are not

negligible and must be kept.
The values for the ensemble averages over partici-

pant nucleon distributions (like for example
⌦
r

2

↵
or⌦

r

4 cos 2�

↵
) in Eq. (B37) need to be calculated numer-

ically. We calculate each of these averages as a function
of N

part

using the usual (full) PHOBOS MCG code. In-
serting the numerically evaluated values into Eq. (B37),
leads to the “semi-analytic” result discussed below.

Fig. 9 shows the results for ✏

part

{4}, comparing the
full PHOBOS and mixed-event MCG with our semi-
analytical result Eq. (B37), and with B&O’s semi-
analytical approximation (Eq. (13) from Ref. [23] eval-
uated with the full PHOBOS MCG), as well as with
the standard eccentricity ✏

s

. For both collision systems,
our semi-analytical result fully agrees with the mixed-
event MCG calculation. This is consistent with the fact
that correlations among the participants are neglected
in the analytical derivation of Eq. (B37). Furthermore,
it confirms that all numerically important terms have
been kept in Eq. (B37). The full MCG calculation which
includes participant spatial correlations disagrees with
the other calculations that neglect them by almost a fac-
tor of two. Contrary to Ref. [23], we find that, for the
Cu+Cu system, ✏

part

{4} calculated in the semi-analytical
approach does not agree with ✏

s

, in particular for very
peripheral and near-central collisions. More important,
however, is the aforementioned e↵ect of the neglected cor-
relations. For the Au+Au system, ✏

part

{4} is found to be
numerically close to ✏

s

(with deviations of less than 10%)
over a wide range of centralities. Only for very peripheral
and near-central collisions correlations may play an im-

portant role. For the Cu+Cu system, on the other hand,
✏

part

{4} di↵ers from ✏

s

by almost a factor of two over a
wide range of centralities, implying that correlations can
not be neglected for the smaller system.

Fig. 10 shows a comparison of all eccentricity defini-
tions used in the present paper (participant eccentricity
and cumulants, reaction plane and standard eccentric-
ity), obtained from full MCG calculations with baseline
parameters listed in Table I.

As mentioned before, in contrast to the results shown
in Fig. 9, the authors of Ref. [20] find in their work that
✏

part

{4} di↵ers very little from both the standard ec-
centricity ✏

s

and the average reaction plane eccentricity
h✏

RP

i, the latter two being almost equal. Recently, the
authors of Ref. [54] have shown that, within a Gaussian
model of the event-by-event eccentricity fluctuations, the
identity of ✏

part

{4} with h✏
RP

i is exact (see Eq. (9) in [54])
as long as the Gaussian widths for ✏

RP

and for the cor-
relation term ⇢

xy

⌘ 2�

xy

/(�2

x

+ �

2

y

) are equal. We were
able to trace the inequality between ✏

part

{4} and h✏
RP

i
present in our MCG model (see Fig. 10) to a breakdown
of the Gaussian model assumptions made in Ref. [54],
in particular for peripheral collisions and small collision
systems. We find that in the MCG model the event-by-
event fluctuations of the correlation term ⇢

xy

are indeed
Gaussian for mid-central to central Au + Au and most
central Cu+Cu collisions. On the other hand, the event-
by-event fluctuations of ✏

RP

are not well described by
a Gaussian function for all Au + Au and Cu + Cu col-
lisions except the most central ones. Furthermore, for
semiperipheral and peripheral collisions the width of the
✏

RP

distribution does not agree with the width of ⇢

xy

.
Consequently, for all but the most central collisions, our
MCG model results are poorly described by the Bessel-
Gaussian distribution given in Eq. (3) of Ref. [54] on
which the equality of ✏

part

{4} and h✏
RP

i is based.

PHOBOS COLLABORATORS ALSO HELPED UNDERSTAND
MORE ABOUT WHAT MADE PARTICPANT ECCENTRICITY “WORK”

A KEY FEATURE WAS THAT PAIRS OF PARTICIPANTS
ARE SPATIALLY CORRELATED BY THE NN INTERACTION D<√SNN/Π :

SPATIAL CORRELATION AMPLIFIES ECCENTRICITY

MC GLAUBER IS NOW THE STANDARD APPROACH IN DATA & THEORY
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FIG. 6: Participant-eccentricity-scaled elliptic flow versus
transverse charged particle area density at mid-rapidity for
Cu + Cu and Au + Au collisions at

p
sNN = 62.4 andp

sNN = 200GeV. The horizontal and vertical error bars orig-
inate from the combined statistical and systematic errors of
the data (90% C.L.). The shaded boxes are the result of the
systematic errors assigned to ✏

part

{2} and S by the variation
of the MCG parameters (90% C.L.).

quadrature to obtain total 90% C.L., and b) systematic
errors (90% C.L.) assigned to the MC quantities obtained
by the variation of Glauber parameters with respect to
the individual baseline values (cp. Table II). As reported
earlier [24, 30], we find a common scaling between the dif-
ferent systems. However, within the errors, it is di�cult
to tell whether the almost linear rise of the eccentricity-
scaled elliptic flow breaks down at larger values of the
area density which might indicate that the hydrodynamic
limit is being reached at the top RHIC energy.

C. Cumulants and Correlations

As mentioned above, it is suggested [29] that higher
order cumulant moments of v

2

should be proportional to
analogously defined higher order cumulant moments of
the eccentricity, including:

✏{2}2 ⌘ ⌦
✏

2

↵

✏{4}4 ⌘ 2
⌦
✏

2

↵
2 � ⌦

✏

4

↵
. (8)

In Ref. [23] Bhalerao and Ollitrault (B&O) attempted
to derive expressions for ✏

part

{2} and ✏

part

{4} semi-
analytically, making use of two strong approximations.
First, the paper contains an implicit assumption that
all of the participant positions are independent samples
of some underlying distribution, or at least that any
correlations between participants do not a↵ect the ec-
centricity fluctuations [47]. Second, the expressions in
Ref. [23] were obtained using a Taylor expansion, leading
to a power series in 1/N

part

which is then truncated at
1/N

part

. Based on these approximations, they concluded

FIG. 7: Schematic of densities for the di↵erent approaches:
a) optical limit, b) full MCG with correlated participants orig-
inating from each of the two nuclei in one MCG event and
c) mixed-event MCG with uncorrelated participants where ev-
ery participant originates from an individual nucleon–nucleon
collision obtained in a di↵erent MCG event.

that ✏

part

{4} is numerically equal to the standard eccen-
tricity ✏

s

, vanishing for central (b = 0) collisions. This
would in turn imply that higher order cumulants of the
flow such as v

2

{4} are insensitive to fluctuations in the
participant distribution. In this section we show that
B&O’s assumptions are too strong and that ✏

part

{4} for
Cu + Cu collisions di↵ers significantly from ✏

s

when bet-
ter approximations are made, especially when the role
of correlations is taken into account, e.g. for the usual
PHOBOS MCG calculations.

1. Correlations of Nucleons in the Initial State

The first approximation in Ref. [23] is to ignore the
correlations between nucleon participant positions, even
though we know that there are at least three sources for
such correlations.

First, in order to contribute to the produced matter,
the participating nucleons must hit each other, which
causes a correlation. For instance, in the case of a pe-

OPTICAL

MC

MIXED
MC

CU+CU
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3

required to extract the true V
2

distribution from the
measured Vobs

2

distribution. Let f(V
2

) be the true V
2

distribution for a set of events in a given centrality bin,
and g(Vobs

2

) the corresponding observed distribution. The
true and observed distributions are related by

g(Vobs

2

) =
Z

K(Vobs

2

, V
2

, n) f(V
2

) dV
2

N(n) dn, (4)

where N(n) is the multiplicity distribution of the given
set of events and K(Vobs

2

, V
2

, n) is the expected distri-
bution of Vobs

2

for events with fixed input flow V
2

, and
constant observed multiplicity n.

The response function, K(Vobs

2

, V
2

, n) is determined
by performing the event-by-event analysis on modified
HIJING events with flow of fixed magnitude V

2

. The
flow is introduced by redistributing the generated par-
ticles in each event in the � direction according to
the probability distribution given by Eq. 1 and the
assumed pseudorapidity dependence of v

2

. For the two
parameterizations of v

2

(⌘), triangular and trapezoidal,
used in the event-by-event measurement, the correspond-
ing response functions, Ktri and Ktrap, are calculated.
Fitting smooth functions through the observed response
functions decreases bin-to-bin fluctuations and allows for
interpolation in V

2

and n. The response of a perfect
detector can be determined as a function of event multi-
plicity [11]. In practice, some empirical modifications
to the ideal relation, accounting for detector e↵ects,
significantly improve fits to the response function, leading
to

K(Vobs

2

, V
2

, n) =
Vobs

2

�2

⇥ exp

 
�
�
Vobs

2

�
2 +

�
Vmod

2

�
2

2�2

!
I
0

✓
Vobs

2

Vmod

2

�2

◆
, (5)

with Vmod

2

= (A n + B)V
2

and � = C/
p

n + D, and
where I

0

is the modified Bessel function. The four
parameters (A,B, C, D) are obtained by fits to observed
K(Vobs

2

, V
2

, n) in the modified HIJING samples.
Correcting for all known e↵ects incorporated in our

MC, we obtain the true event-by-event V
2

distribution,
f(V

2

), which includes contributions from elliptic flow
fluctuations and non-flow correlations. We assume f(V

2

)
to be a Gaussian in the range V

2

> 0 [21] with two
parameters, V̄

2

and �V2
, denoting the mean and standard

deviation in the given range. For given values of the
parameters, it is possible to take the integral in Eq. 4
numerically to obtain the expected Vobs

2

distribution.
Comparing the expected and observed distributions, the
values of V̄

2

and �V2
are found by a maximum-likelihood

fit. Midrapidity (|⌘|<1) results from the two parameteri-
zations of v

2

(⌘), triangular and trapezoidal, are averaged
to obtain the mean hv

2

i = 0.5( 11

12

V̄
2

tri + V̄
2

trap) and
standard deviation �

dyn

= 0.5( 11

12

�tri

V2
+ �trap

V2
) of the

elliptic flow parameter v
2

, where the factor 11

12

comes from
integration over ⌘.
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FIG. 1: hv2i (top) and �dyn (bottom) versus Npart for
Au+Au collisions at

p
sNN = 200 GeV. Previously published

event-plane v2 results for the same collision system are shown
for comparison [7]. Boxes and gray bands show 90% C.L.
systematic errors and the error bars represent 1-� statistical
errors. The results are for 0 < ⌘ < 1 for the track-based
method and |⌘| < 1 for hit-based and event-by-event methods.

The induced v
2

fluctuations arising from fluctuations
in the number of participating nucleons are calculated by
parameterizing the hv

2

i versus N
part

results and folding
them with the N

part

distributions in each centrality bin.
The relative contribution of these fluctuations to �

dyn

is found to be less than 8%. Results in this letter are
presented after subtraction of N

part

induced fluctuations.
Systematic errors have been investigated in three

main classes: variations to the event-by-event analy-
sis, response of the analysis procedure to known input
�

dyn

, and intrinsic di↵erences between HIJING events
and data. Various modifications to the event-by-event
analysis have been applied. Corrections, previously used
in the hit-based event-plane analysis [6, 7], to account
for signal dilution due to detector occupancy and to
create an appropriately symmetric acceptance have been
applied to both HIJING and data events. The thresholds
for background hit rejection have been varied. These
changes lead to at most 4% variations in the observed
relative fluctuations demonstrating a good understand-
ing of the response function. The determination of
the response function and the final fitting procedure
have been studied by performing the analysis on sets
of modified HIJING events with varying input �

dyn

.
Di↵erences between input and reconstructed �

dyn

are
identified as a contribution to the systematic uncertainty.
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FIG. 2: �dyn/hv2i versus Npart for Au+Au collisions atp
sNN = 200 GeV. The continuous and dashed thick black

lines show �(✏part)/h✏parti calculated in Glauber MC [14] and
CGC [15] models, respectively. The shaded grey band (for
data) and thin black contour line (for Glauber MC) show 90%
C.L. systematics errors. See text for discussion of comparing
the plotted data to the models.

The sensitivity of the measurement is observed to be
limited for very low hv

2

i values. Therefore the 0-6% most
central events, where the reconstructed hv

2

i is below 3%,
have been omitted. Di↵erences between HIJING and
data in terms of dN/d⌘ and v

2

(⌘) can, in principle, lead
to a miscalculation of the response function. A sample
of MC events has been generated, in which the dN/d⌘
distribution of HIJING events is widened by a simple
scaling to match the measurements in data within the
errors. The di↵erence between results obtained with
and without this modification, as well as the di↵erence
between results with two di↵erent parameterizations of
v
2

(⌘) are identified as contributions to the systematic un-
certainty. Other systematic studies include using a flat,
rather than Gaussian, ansatz for the true V

2

distribution,
f(V

2

), and performing the analysis in di↵erent collision
vertex and event-plane angle bins. The uncertainty in
the contribution of N

part

induced fluctuations has also
been estimated via di↵erent parameterizations of the hv

2

i
versus N

part

results. Contributions from all error sources
described above are added in quadrature to derive the
90% confidence level error.

Fig. 1 shows the mean, hv
2

i, and the standard devia-
tion, �

dyn

, of the elliptic flow parameter v
2

at midrapidity
as a function of the number of participating nucleons, in
Au+Au collisions at p

sNN = 200 GeV for 6–45% most
central events. The results for hv

2

i are in agreement
with the previous PHOBOS v

2

measurements [7], which
were obtained with the event-plane method for charged
hadrons within |⌘|<1. The uncertainties in dN/d⌘ and
v
2

(⌘), as well as di↵erences between HIJING and the
data in these quantities, introduce a large uncertainty
in the overall scale in the event-by-event analysis due

to the averaging procedure over the wide pseudorapidity
range. The event-plane method used in the previous
PHOBOS measurements are known to be sensitive to
the second moment,

p
hv2

2

i, of elliptic flow [14]. The
fluctuations presented in this letter would lead to a
di↵erence of approximately 10% between the mean, hv

2

i,
and the RMS,

p
hv2

2

i, of elliptic flow at a fixed value of
N

part

. However, a detailed comparison is not possible
for our hv

2

i measurements due to the scale errors, which
dominate the systematic uncertainty on hv

2

i and �
dyn

.
Most of the scale errors cancel in the ratio, �

dyn

/hv
2

i,
shown in Fig. 2, revealing large relative fluctuations of
approximately 40%.

These results include contributions from both elliptic
flow fluctuations and non-flow correlations. With no
prior information on the direction of the reaction plane,
it is not possible to disentangle these two contributions
completely. However, several methods have been pro-
posed to estimate the contribution of non-flow correla-
tions to the observed dynamic v

2

fluctuations. One can
assume that the correlations in A+A collisions can be
modeled by superimposing p+p collisions [22]. How-
ever, data from RHIC reveal many di↵erences between
the overall correlation structure in Au+Au and p+p
(e.g. [23, 24, 25, 26]). A more data-driven approach
assumes that non-flow correlations will be small for
particle pairs with large pseudorapidity separations (for
example, �⌘ > 2) [27]. Under this latter assumption, it
is estimated that the relative fluctuations in the actual
elliptic flow account for a very large fraction (79-97%)
of the observed relative dynamic fluctuations in the v

2

parameter [27]. No attempt was made to correct the
data in Fig. 2 for non-flow e↵ects since the validity of
the large �⌘ assumption cannot be unambiguously tested
with existing data.

The measured dynamic fluctuations in v
2

are directly
comparable to models that incorporate both elliptic flow
and two particle correlations. Furthermore, without
making any assumptions about non-flow, these data
establish an upper limit on the magnitude of under-
lying elliptic flow fluctuations. Also shown in Fig. 2
are �✏part/h✏part

i at fixed values of Npart obtained in
MC Glauber [14] and color glass condensate(CGC) [15]
calculations. The 90% confidence level systematic errors
for MC Glauber calculations (shown as a countour line
in Fig. 2) are estimated by varying Glauber parameters
as discussed in Ref. [12]. Due to the uncertainties in
non-flow e↵ects discussed previously, it is not possible to
conclude which of these two models is more consistent
with the measured dynamic v

2

fluctuations.
In summary, we have presented the first measurement

of event-by-event v
2

fluctuations in Au+Au collisions atp
sNN = 200 GeV. The relative non-statistical fluctua-

tions of the v
2

parameter are found to be approximately
40%. Independent estimates of the non-flow correlation
magnitude suggest that the major contribution to these
fluctuations are due to intrinsic elliptic flow fluctuations.
We show that the magnitude and centrality dependence

MEASURED BY A LIKELIHOOD METHOD, 
FINDING THE BEST MATCH BETWEEN A

SMEARED V2 DISTRIBUTION AND THE DATA:
EVENTWISE CONNECTION BETWEEN GEOMETRIC

FLUCTUATIONS AND FINAL STATE PARTICLES 

“2D GAUSSIAN LIMIT”
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Figure 10. The probability density distributions of the EbyE vn in several centrality intervals for
n = 2 (left panel), n = 3 (middle panel) and n = 4 (right panel). The error bars are statistical
uncertainties, and the shaded bands are uncertainties on the vn-shape. The solid curves are distri-
butions calculated from the measured 〈vn〉 according to eq. (1.6). The solid curve is shown only for
0–1% centrality interval for v2, but for all centrality intervals in case of v3 and v4.
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Figure 11. Top panels: The unfolded distributions for vn in the 20–25% centrality interval for
charged particles in the pT > 0.5 GeV, 0.5 < pT < 1 GeV and pT > 1 GeV ranges. Bottom panels:
same distributions but rescaled horizontally so the 〈vn〉 values match that for the pT > 0.5 GeV
range. The shaded bands represent the systematic uncertainties on the vn-shape.

〈Npart〉 ∼ 200, corresponding to the 20–30% centrality interval. For v3 and v4, the values

of σvn/〈vn〉 are almost independent of 〈Npart〉, and are consistent with the value expected

from the fluctuation-only scenario (
√

4/π − 1 via eq. (1.8) as indicated by the dotted lines),

except for a small deviation for v3 in mid-central collisions. This limit is also reached for

v2 in the most central collisions as shown by the top-right panel of figure 12.

Figure 13 compares the 〈vn〉 and
√

〈v2n〉 with the vEPn measured using the FCal event
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Figure 12. The 〈Npart〉 dependence of 〈vn〉 (left panels), σvn (middle panels) and σvn/〈vn〉 (right
panels) for n = 2 (top row), n = 3 (middle row) and n = 4 (bottom row). Each panel shows the
results for three pT ranges together with the total systematic uncertainties. The dotted lines in
the right column indicate the value

√

4/π − 1 expected for the radial projection of a 2D Gaussian
distribution centred around origin (see eq. (1.8)). The values of σvn/〈vn〉 are compared with the
σεn/〈εn〉 given by the Glauber model [36] and MC-KLN model [45].

plane method for charged particles with pT > 0.5 GeV [16]. For v3 and v4, the values of

vEPn are almost identical to
√

〈v2n〉. However, the values of vEP2 are in between 〈v2〉 and
√

〈v22〉. As expected [25, 28], and as discussed in section 4.3, they approach
√

〈v22〉 only in

peripheral collisions, where the resolution factor used in the EP method is small.

The results in figures 10 and 12 imply that the distributions of v2 in central collisions

(centrality interval 0-2%), and of v3 and v4 in most of the measured centrality range are

described by a 2D Gaussian function of ⇀vn centred around the origin (eq. 1.6). On the

other hand, the deviation of the v2 distribution from such a description in other centrality

intervals suggests that the contribution associated with the average geometry, vRP
2 , becomes

important. In order to test this hypothesis, the v2 distributions have been fitted to the

Bessel-Gaussian function eq. (1.4), with vRP
2 not constrained to be zero. The results of

the fit are shown in figure 14 for various centrality intervals. The fit works reasonably

well up to the 25–30% centrality interval, although systematic deviations in the tails are

apparent already in the 15–20% centrality interval. The deviations increase steadily for
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FIG. 2: The relative yield of d+Au to UA1 p+p̄ data at pT =
1, 2, 3 and 4 GeV/c is shown as a function of the integrated
yield dN/dη for the four ERing centrality bins. The ratio
d+Au/p+ p̄ has been normalized to unity at pT = 0.5 GeV/c.
The triangles indicate the values for p + p̄. The brackets
indicate the systematic errors on the relative yield (90% C.L.).
The systematic error on dN/dη is 12%.

and minimize systematic errors in the track selection,
only particles traversing the full spectrometer arms were
included in the analysis. These particles leave a minimum
of 12 hits in the silicon detectors. This selection limits
the usable vertex range to −15 cm < zvtx < + 10 cm.
Due to the low multiplicity in d+Au collisions, a new
algorithm for the offline determination of the collision
vertex was developed, using hit position and energy
information in the Octagon detector. MC studies show
a resolution in the beam direction of σvtxz

= 1.4 cm for
the most peripheral events and σvtxz

= 0.8 cm for the
most central events. The transverse position of the event
vertex was centered at the known position of the beam
orbit. Unlike in the Au+Au track finding, the vertex
position information was not included in the initial track
seed.

To obtain the invariant yield of charged hadrons, we
accumulated equal amounts of data with both magnet
polarities. The transverse momentum distributions for
each centrality bin were corrected for the geometrical
acceptance of the detector, the efficiency of the tracking
algorithm and the distortion due to binning and mo-
mentum resolution. The procedure for obtaining the
correction factors was described in [6]. The largest
contributions to the systematic uncertainty come from
the overall tracking efficiency (5–10% uncertainty) and
the reduction in overall acceptance due to malfunctioning
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FIG. 3: Nuclear modification factor RdAu as a function of
pT for four bins of centrality. For the most central bin, the
spectral shape for central Au+Au data relative to p + p̄ is
shown for comparison. The shaded area shows the uncertainty
in RdAu due to the systematic uncertainty in 〈Ncoll 〉 and
the UA1 scale error (90% C.L.). The brackets show the
systematic uncertainty of the d+Au spectra measurement
(90% C.L.).

channels in the silicon detectors (5% uncertainty). The
corresponding corrections are centrality independent.
The next largest correction is the pT and centrality
dependent momentum resolution and binning correction.
The contamination by secondary particles and feeddown
particles is small, due to the proximity of the tracking
detectors to the collision vertex and the requirement for
the reconstructed track to point back to the beam orbit
to within 0.4 cm.

In Fig. 1, we present the invariant yield of charged
hadrons as a function of transverse momentum, obtained
by averaging the yields of positive and negative hadrons.
Data are shown for four ERing centrality bins. The plot
shows the evolution of overall yield and spectral shape
with increasing collision centrality.

The centrality evolution of the spectra can be studied
in detail in Fig. 2, where we compare our d+Au data to
results from UA1 for p + p̄ collisions at the same energy
[17]. To account for the difference in acceptance between
UA1 (|η| < 2.5) and PHOBOS, a correction function was
determined using PYTHIA [18]. The quantity shown
on the vertical axis in Fig. 2 is a direct measure of the

PRIMARY INTEREST IN THE FIELD WAS TO 
ESTABLISH THAT HIGH PT SUPPRESSION WAS 

A FINAL STATE EFFECT IN AU+AU:
PHOBOS WAS HAPPY TO OBLIGE FOR COVER OF PRL

PRL 91, ISSUE 7
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Fig. 2. PHOBOS dNch/dη distribution for d+Au collisions compared with PYTHIA
pp simulations scaled up by Npart/2 and with the rapidity of each particle shifted
by ∆y =0.7 and 1.

proximate expression relating y and xF (good for y away from 0):

y = yb + ln(xF ) −
1

2
ln

(

m2
T

M2
P

)

Without a full knowledge of the longitudinal and transverse distributions, it
is difficult to estimate the complete effect of the dynamical evolution on the
final state rapidity distributions. One might also consider some additional
effects from reinteractions with the spectator matter from the nucleus, sup-
plying the system with some extra longitudinal momentum in the backwards
(A) hemisphere. Despite these uncertainties, it will be assumed that any ad-
ditional modifications to the longitudindal shift (e.g. from effects associated
with transverse dynamics or spectator interactions), can be incorporated into
a constant extra contribution to ∆y, hereby labeled δy. The basic relationship
between the initial-state geometry and the rapidity shift is shown in Fig.1,
with and without an extra shift of δy = 0.3.

The simplest application of the approach described here can be performed
with the PHOBOS minimum-bias d+Au data, with ν estimated to be approx-
imately 4. This data, shown in Fig. 2, displays a clear rapidity asymmetry,
with a large peak seen near η = −2 and an intriguing “plateau” near η = 1.
These features are often interpreted in terms of the independent fragmenta-
tion of the deuteron and nucleus in the forward and backward rapidity regions
respectively. However, we can use the procedure outlined above to construct
d+Au distributions from p+p, using PYTHIA 6.161 [4]. First one scales up
the PYTHIA p+p dNch/dη distribution up by a factor of Npart/2 ∼ 4, indi-
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Fig. 1. The center-of-mass rapidity shift ∆y vs. ν, the ratio of number of participants
in the nucleus to that in the smaller projectile. The same function shifted up by 0.3
units is also shown,to account for “extra” rapidity shifts due to the geometry or to
transverse dynamics.

but in a “shifted” reference frame given by the center-of-mass system defined
by the participants in the smaller and larger projectiles.

Simple kinematics gives the result that the rapidity of the center-of-mass (CM)
frame in a p+A collision, where the proton interacts with a “tube” of ν nu-
cleons in the nucleus, is

∆yp+A =
1

2
ln (ν)

In a d+Au collision, one can approximate the geometry to be the independent
collision of the proton and neutron with half of the participants in the gold
nucleus, or a full collision of the 2 nucleons in the deuteron with all of the
participants in the nucleus. In either case,

∆yd+Au ∼
1

2
ln
(

NAu

Nd

)

In general, these two definitions lead to equivalent physics conclusions, with
ν ≡ NAu/Nd.

According to the above assumptions, the produced particles should emerge
with a rapidity distribution similar to the underlying p+p distribution, but
shifted by ∆y relative to the original p+p CM frame. However, it should
be noted that if the relevant physics involves rescaling xF = 2pT /

√
s, where

dN/dxF is universal with energy for a given initial state geometry, then there
might be an additional modification to the rapidity distribution, due to the
transverse momentum of the emitted particles. This is easily seen by the ap-
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Fig. 1. The center-of-mass rapidity shift ∆y vs. ν, the ratio of number of participants
in the nucleus to that in the smaller projectile. The same function shifted up by 0.3
units is also shown,to account for “extra” rapidity shifts due to the geometry or to
transverse dynamics.

but in a “shifted” reference frame given by the center-of-mass system defined
by the participants in the smaller and larger projectiles.

Simple kinematics gives the result that the rapidity of the center-of-mass (CM)
frame in a p+A collision, where the proton interacts with a “tube” of ν nu-
cleons in the nucleus, is

∆yp+A =
1
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ln (ν)

In a d+Au collision, one can approximate the geometry to be the independent
collision of the proton and neutron with half of the participants in the gold
nucleus, or a full collision of the 2 nucleons in the deuteron with all of the
participants in the nucleus. In either case,

∆yd+Au ∼
1

2
ln
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)

In general, these two definitions lead to equivalent physics conclusions, with
ν ≡ NAu/Nd.

According to the above assumptions, the produced particles should emerge
with a rapidity distribution similar to the underlying p+p distribution, but
shifted by ∆y relative to the original p+p CM frame. However, it should
be noted that if the relevant physics involves rescaling xF = 2pT /

√
s, where

dN/dxF is universal with energy for a given initial state geometry, then there
might be an additional modification to the rapidity distribution, due to the
transverse momentum of the emitted particles. This is easily seen by the ap-
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by ∆y =0.7 and 1.
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Without a full knowledge of the longitudinal and transverse distributions, it
is difficult to estimate the complete effect of the dynamical evolution on the
final state rapidity distributions. One might also consider some additional
effects from reinteractions with the spectator matter from the nucleus, sup-
plying the system with some extra longitudinal momentum in the backwards
(A) hemisphere. Despite these uncertainties, it will be assumed that any ad-
ditional modifications to the longitudindal shift (e.g. from effects associated
with transverse dynamics or spectator interactions), can be incorporated into
a constant extra contribution to ∆y, hereby labeled δy. The basic relationship
between the initial-state geometry and the rapidity shift is shown in Fig.1,
with and without an extra shift of δy = 0.3.

The simplest application of the approach described here can be performed
with the PHOBOS minimum-bias d+Au data, with ν estimated to be approx-
imately 4. This data, shown in Fig. 2, displays a clear rapidity asymmetry,
with a large peak seen near η = −2 and an intriguing “plateau” near η = 1.
These features are often interpreted in terms of the independent fragmenta-
tion of the deuteron and nucleus in the forward and backward rapidity regions
respectively. However, we can use the procedure outlined above to construct
d+Au distributions from p+p, using PYTHIA 6.161 [4]. First one scales up
the PYTHIA p+p dNch/dη distribution up by a factor of Npart/2 ∼ 4, indi-
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1.3<MT> GIVES EXTRA 0.3 SHIFT!
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Fig. 3. The ratio of d+Au and p+p pseudorapidity distributions is shown for a
range of centralities in d+Au (corresponding to Ref. [5]). The data is compared to
two calculations, one using PYTHIA (dotted histograms) and the using a simple
analytic model inspired by Landau’s hydrodynamical model (solid line). The left
and right panels are for δy = 0.0 and δy = 0.3, respectively.

Ry, which is the same as Rη but in rapidity space:

Ry =
Npart

2

e−(y+∆y)2/2σ2

e−y2/2σ2
(1)

=
Nparte−∆y2/2σ2

2
e−(y∆y)/σ2

which gives a exponential dependence of Ry with y. For simplicity, we will
approximate y in the final expression by η, which appears justified by the
PYTHIA results, as the η-y transformation does not seem to have a great
effect on Rη. These results are shown in Fig. 3 as solid lines, and also give an
adequate representation of the data, within |η| < 3.

To test the applicability of the basic approach outlined here to lower-energy
reactions, the procedure outlined above has been applied to the NA5 data
set of dN/dy for inclusive produced charged particles measured in 200 GeV
protons incident on hydrogen, argon and xenon targets [8]. Varying the target
nucleus varies the number of collisions and allows us to test the predicted
formula for the rapidity shift, as well as Npart scaling. The first panel of Fig. 4
shows the raw data on dN/dy, the rapidity distribution of inclusive charged
particles assuming the pion mass. The second panel shows these distributions
divided by Npart/2, where Npart = ν + 1 and the values of ν are taken from
Ref. [8]. The third panel shows the scaled distributions shifted to the right
using the formula derived above (with δy = 0.3). After these transformations,
a reasonable agreement of the distributions is observed over a large rapidity
range. It is also observed that the p+A collisions are quite symmetrical over
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Fig. 3. The ratio of d+Au and p+p pseudorapidity distributions is shown for a
range of centralities in d+Au (corresponding to Ref. [5]). The data is compared to
two calculations, one using PYTHIA (dotted histograms) and the using a simple
analytic model inspired by Landau’s hydrodynamical model (solid line). The left
and right panels are for δy = 0.0 and δy = 0.3, respectively.
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which gives a exponential dependence of Ry with y. For simplicity, we will
approximate y in the final expression by η, which appears justified by the
PYTHIA results, as the η-y transformation does not seem to have a great
effect on Rη. These results are shown in Fig. 3 as solid lines, and also give an
adequate representation of the data, within |η| < 3.

To test the applicability of the basic approach outlined here to lower-energy
reactions, the procedure outlined above has been applied to the NA5 data
set of dN/dy for inclusive produced charged particles measured in 200 GeV
protons incident on hydrogen, argon and xenon targets [8]. Varying the target
nucleus varies the number of collisions and allows us to test the predicted
formula for the rapidity shift, as well as Npart scaling. The first panel of Fig. 4
shows the raw data on dN/dy, the rapidity distribution of inclusive charged
particles assuming the pion mass. The second panel shows these distributions
divided by Npart/2, where Npart = ν + 1 and the values of ν are taken from
Ref. [8]. The third panel shows the scaled distributions shifted to the right
using the formula derived above (with δy = 0.3). After these transformations,
a reasonable agreement of the distributions is observed over a large rapidity
range. It is also observed that the p+A collisions are quite symmetrical over
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Fig. 4. left) NA5 data on dN/dy for inclusive produced charged particles, shown for
three different targets. center) The same data scaled by the number of participant
pairs. right) The same data as a function of y+∆y, with δy = 0.3 (except for p+p).

the full range relative to the centroid, even when shifted by up to a unit in
rapidity.

Rapidity shifts in the context of “fireball” desriptions of heavy ion collisions
have been discussed since the late 1970’s[9]. However, as far as the author
is aware, the shifted rapidity distribution for p+A collisions has only been
incorporated explicitly into one concrete physical model, the Collective Tube
Model (CTM) [10]. The CTM modelled p+A collisions as being the collision
of a proton with another particle of the same size as a proton, but with a
mass and momentum ν times larger. This also predicted a shift of all produced
particles by ln(A1/6) (compatible with the simple calculation shown here given
that ν ∝ A1/3). However, to rigorously conserve longitudinal momentum as
well as total energy, this model also predicted substantially fewer particles
than observed in a large number of experiments, and a centrality dependence
(∝ N1/4

part) which disagrees with the Npart-scaling observed in all existing p+A
data.

Shifted rapidity distributions have also been discussed in the context of Lan-
dau’s hydrodynamical model [11]. In Landau’s approach, the incoming pro-
jectiles thermalize in a volume reduced by the Lorentz contraction, which in-
creases with energy as fast as the CM energy itself. The angular distributions
are then the consequence of a rapid longitudinal expansion, which can be cal-
culated in the context of relativistic hydrodynamics. Landau and Belenkij [12]
performed a detailed calculation on particle production in p+A collisions,
and found that under reasonable conditions (ν < 4), that the total multiplic-
ity should scale with Npart and that the angular distributions should differ
“only slightly” from that found in nucleon-nucleon collisions. Carruthers [7]
suggested that asymmetric collisions should lead to “shifted gaussians”, but
detailed phenomenological studies were not made. The salient point to distin-
guish the Landau approach from the CTM approach is that in the former, one
would not assume all of the energy in the tube of ν nucleons to be compressed
into a volume the size of a (Lorentz-contracted) nucleon. Rather, it has a lon-

6

WORKS NICELY
WITH NA5 DN/DY



Full disclosure
wit did not like this idea!

A shift of all rapidities in a pp collision violates 
momentum conservation
ansatz can’t make sense near beam rapidity

Luckily, PHOBOS has a robust tradition of 
debate

But we always agreed that if consensus was not 
reached, people should wait for data and publish 
themselves (e.g. nucl-ex/0703002)

No obvious mechanism to uniformly translate 
initial CM to entire system

and even more difficult to explain such a shift 
applying, e.g. to high pT jets? [Ahem, CMS...]

Some fortuitous combination of shadowing 
and anti-shadowing vs. centrality?
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A suggestion...
Participant eccentricity implied v3

But most of us didn’t take geometric fluctuations seriously 
enough, until gunther & Burak thought hard about 
implications

now are we ignoring another potential impact of 
fluctuations?

Their eventwise effect on longitudinal distributions!

If even an “effective” rapidity shift can be seen in 
d+AU (P+PB), what might it imply for A+A?
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A suggestion...
Participant eccentricity implied v3

But most of us didn’t take geometric fluctuations seriously 
enough, until gunther & Burak thought hard about 
implications

Now are we ignoring another potential impact of 
fluctuations?

Their eventwise effect on longitudinal distributions!

If even an “effective” rapidity shift can be seen in 
d+AU (P+PB), what might it imply for A+A?

Central events will see no effect on average

Peripheral events are asymmetric (like p+A) in small regions 
in transverse space: local shifts

Both will have a fluctuating CM in small region
--> AND a Fluctuating dN/deta shape
Perhaps these are the “very long range” correlations 
implied by the longitudinal scaling data (supplied by 
geometry!)?

Perhaps these induce the large Keff in peripheral data?
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but back to wit...

50

2

FIG. 1: The layout of the PHOBOS detector system used in the Au+Au run at 62.4 GeV. The silicon Spectrometer arms are
located in the center, placed in a double dipole magnetic field. The two Time of Flight scintillator walls (center-top of the
figure) detect particles emitted near 45 and 90 degrees from the beam direction and are located at a distance to the collision
point of 5.34 and 3.80 meters, respectively.

II. THE PHOBOS DETECTOR

The PHOBOS detector [13] is designed to provide
global characterisation of heavy-ion collisions, with about
1% of particles analyzed in detail in the Spectrometer
system. The layout of the PHOBOS detector system is
shown in Fig. 1. Only the parts of the detector relevant
to the present analysis will be described.

A. Event Trigger and Vertex-finding

The primary event trigger requires a coincidence be-
tween the ‘Paddle Counters’ [14], which are two sets of
sixteen scintillator detectors located at z = ±3.21 m
(where z is the distance from the nominal collision point
along the beam direction) and spanning the pseudorapid-
ity region 3.2 ≤ |η| ≤ 4.5.

The Zero-Degree Calorimeters (ZDCs) [15], positioned
at ±18 m, measure spectator neutrons from the collision.
With an identical design for each of the four RHIC
experiments, the ZDCs are built from tungsten optical-
fibre sandwiches. A requirement of a ZDC coincidence
can be added to the event trigger to enhance trigger
purity in high background situations.

An online vertex is determined with a resolution of
roughly 4 cm using the Time-Zero (T0) detectors, two

sets of ten Čerenkov radiators situated close to the beam
pipe, at z = ±5.2 m. This vertex trigger enhances the
fraction of recorded events in the vertex region in which
the efficiency of the PHOBOS Spectrometer is maximal,
−20 ≤ z ≤ 20 cm.

Offline vertex reconstruction makes use of information
from different sub-detectors. Two sets of double-layered
silicon Vertex Detectors are located below and above the
collision point. PHOBOS also has two Spectrometer
arms in the horizontal plane used for tracking and
momentum measurement of charged particles. For events
in the selected vertex region, the most accurate z and y
(vertical) positions are obtained from the Vertex Detec-
tor, while the position along x (horizontal, perpendicular
to the beam) comes primarily from the Spectrometer.
The final resolution of the vertex position along z is found
to be better than 300 µm.

B. Particle Tracking and Identification Detectors

Particle tracking and identification in the PHOBOS
experiment is performed using the Spectrometer and the
Time-of-Flight (TOF) system.

Each arm of the Spectrometer consists of 137 silicon
pixel sensors arranged into layers, with an azimuthal
angular coverage of ∆φ ≈ 0.1 radians. The silicon sensor
technology used in the PHOBOS detector is described

THANK YOU FOR
LEADING A GREAT

EXPERIMENT WITH A
GREAT COLLABORATION...

...AND FOR FOSTERING
A VIBRANT INTELLECTUAL

ENVIRONMENT FOR 
PHYSICS

(THERE’S CLEARLY
MORE TO LEARN!...)



PHOBOS in the LHC era!
claims of scaling require testing at higher 
energies

Examples given of such tests
Multiplicity

longitudinal scaling & Npart scaling
correlations

clusters & the ridge
fluctuations

vn and their distributions

A unique (4π) perspective on d+au

speculation about rapidity shift to participant CM

With the new p+Pb data suggesting possiblity 
of collective effects in small systems, will 
be interesting to see how p+p, p+A and A+A 
inform each other going forward!

51



PHOBOS in the LHC Era

CMS
busza, wyslouch, roland & Roland, stephans, 
veres, Hofman, li, mignerey, tonjes, park, 
(Henderson)...

ATLAS
olszewski, Steinberg, Trzupek, Wosiek, 
Wozniak (pernegger, katzy)...

ALICE
Loizides, Gulbrandsen

RHIC
Pak, Nouicer, Sukhanov, iordanova, hollis, 
van nieuwenhuizen...
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OUR DNA IS WOVEN INTO THE HI PROGRAM

ACTIVE IN MANY HI EXPERIMENTS
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Opposites are Complementary 

Crest of N. Bohr



HI vs. elementary processes
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4

of the data by this function. Values from this function
are shown in Fig. 2 for

√
s = 19.6 and 130 GeV, where

measurements for e+e− do not exist.
Fig. 3b shows that the pp/pp data are about 30% below

e+e− over the full range of energies. However, rescaling
the

√
s of each point by a factor of 1/2,

√
seff =

√
s/2,

brings the data into reasonable agreement with the e+e−

trend, as shown by the open diamonds. This is consis-
tent with measurements of leading protons in pp colli-
sions, which find dN/dxF (where xF = 2pz/

√
s in the

collider reference frame) to be approximately constant
for non-diffractive events over a large range of

√
s [18]

and thus 〈xF 〉 ∼ 1/2. This phenomenon is well-known as
the “leading-particle” effect when comparing pp/pp and
e+e− total multiplicities. Basile et al. [19] found that
the average multiplicity 〈Nch〉 in pp collisions is similar
to that for e+e− collisions with

√
se+e− =

√
seff , where√

seff is the pp center-of-mass energy minus the energy
of the leading particles. Both the apparently-common
features of particle production and the concept of effec-
tive energy were explored by a variety of theoretical ap-
proaches [20–22], although none of these dealt directly
with nucleus-nucleus collisions.

Unlike the pp/pp data, the heavy ion data do not fol-
low the e+e− trend over the whole energy range. In-
stead, they lie below the pp data at AGS energies, crosses
through the pp data between AGS and SPS energies, and
joins smoothly with the e+e− data above the top SPS en-
ergy. Thus, at high energies, the multiplicity measured
per participant pair in Au+Au collisions evolves in a sim-
ilar way to e+e− data at the same

√
s. It seems that no

correction for a leading particle is needed in heavy ion
collisions. This may be plausible if one considers that an
average participant suffers three or more collisions in the
centrality range shown in this study (depending on the
energy-dependent nucleon-nucleon inelastic cross section,
σNN (s)). This may be sufficient to reduce the leading
particle effect sufficiently for each participant, and also
explain the constant behavior of 〈Nch〉/〈Npart/2〉 with
Npart.

However, the rapid approach of 〈Nch〉/〈Npart/2〉 in
central heavy-ion collisions below

√
sNN ∼ 20 GeV to-

ward the e+e− data clearly complicates any simple geo-
metric interpretation, as all of the heavy ion data com-
pared are for a similar range of impact parameters. One
feature that might point to why the particle yields at
the AGS and SPS are perhaps “suppressed” relative to
e+e− data (and even to pp data at lower energies, as
noted in Ref. [14]) is the ratio of net baryons to pions
in the system. This ratio, which scales approximately
as Npart/Nch, is O(50%) at AGS energies [13], but is
O(5%) at RHIC [23]. In a thermal statistical approach
[24], this reflects the decrease of the baryon chemical po-
tential, which absorbs energy that would have gone into
the total entropy, with increasing beam energy.

In conclusion, the PHOBOS experiment has mea-
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FIG. 3: (a) The total charged multiplicity 〈Nch〉 for pp, pp,
e+e−, d+Au and central Au+Au events as a function of

√
s.

The pp data are inelastic while the pp data are NSD. The
Au+Au data are normalized by Npart/2. The dotted line is
a perturbative QCD expression fit to the e+e− data. The
diamonds are the pp/pp data with

√
seff =

√
s/2. The open

and closed stars are for minimum-bias d+Au data at
√

s=200
GeV and

√
seff =100 GeV. (b) The data in (a) divided by the

e+e− fit, to allow direct comparison of different data at the
same

√
s.

sured the normalized charged-particle multiplicity
〈Nch〉/〈Npart/2〉 in Au+Au collisions as a function of the
centrality of the collision (Npart) for three RHIC energies.
A very weak centrality dependence of 〈Nch〉/〈Npart/2〉 is
observed, reminiscent of “wounded nucleon” scaling, but
with a proportionality factor that is different than that
seen in pp collisions.

Above CERN SPS energies, the total multiplicity per
participating nucleon pair, 〈Nch〉/〈Npart/2〉, in central
events evolves with

√
s in the same way and is very close

to the e+e− data. This is somewhat suggestive of a
common mechanism of particle production in strongly-
interacting systems, controlled mainly by the amount of
energy available for particle production. This may be
related to the multiple collisions suffered by each partici-
pant nucleon, which could substantially reduce the lead-
ing particle effect seen in pp collisions and suggests that
after the first few collisions per participant, the multiplic-
ity per participant pair saturates near the value measured
in e+e− reactions. Ultimately, the existence of simple
scaling behavior with

√
seff and Npart indicates stronger

MULTIPLICITY 
MEASURED IN HEAVY ION 
COLLISIONS TURNS OUT 
TO BE SIMILAR TO E+E- 

AT HIGH ENERGIES,

ALSO TRUE FOR PP AFTER 
CORRECTING FOR KNOWN 

LEADING PARTICLE 
EFFECT (HERE ASSUMING 
LEADING PARTICLES ARE 

FLAT IN XF)
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PHOBOS MEASURE IDENTIFIED PARTICLES
DOWN TO THE LOWEST PT (RANGE-OUT IN SI):

DIRECT OBSERVATION OF FULL “BLACKBODY SPECTRUM”
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FIG. 7: Blast-wave fits to identified particle spectra in Au+Au collisions at
√

s
NN

= 62.4 GeV. Error bars represent statistical
errors. Systematic errors are shown by the boxes for the data from the very low-pT analysis.

uncertainties decrease slightly with increasing transverse
momentum out to pT ≈ 2 GeV/c and then rise slowly.

Only a mild centrality dependence can be observed
in the data, while the difference between the shapes of
the pT spectra of various species is significant. At high
transverse momenta, the proton and antiproton spectra
become closely exponential in the measured pT range,
while they flatten out at low pT .

Figure 7 shows the comparison of these intermediate
pT identified particle yields with the data at very low
pT , obtained from the analysis of particles stopping in
the 5th active Si layer of the Spectrometer. The yields
corresponding to the two charge signs for a particle
were added here, since in the very low pT analysis it
is not possible to determine the charge of the particle.
A fit to the data was performed using a blast-wave
parametrization [25], assuming R = 10fm source radius
and n = 1 for the exponent characterizing the transverse
velocity profile β(r) = βs(r/R)n. Each of π+, π−, K+,
K−, p and p were fit separately, and then the fit functions
were summed over charge sign. Pions below 0.45 GeV/c
were not used in the fits to exclude products of strongly
decaying resonances. The data points from the very
low-pT analysis were also excluded from the fit; the fit
obtained at intermediate pT is then extrapolated down
and compared to these data. Based on the high quality
of the fit, one can conclude that a radial expansion,
characterized by a radial flow velocity of the kinetic
freeze-out surface of about βs = 0.75, describes the data
well, over the full transverse momentum range studied
here. No anomalous enhancement of invariant pion yield
at very low pT is observed, when compared to a simple
expectation involving radial expansion, similar to what
was seen for the very low pT results obtained for Au+Au
collisions at

√
s

NN
= 200 GeV in [20]. This statement is

also valid for the other particle species. The slight excess
we observe in pion yields compared to the blast-wave
parametrization is explained by the fact that the fit does
not incorporate products of strong resonance decays, and
those decays contribute significantly to the pion yield at
low pT .
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FIG. 8: Transverse mass spectra of pions, kaons and protons
in Au+Au collisions at

√
s

NN
=62.4 GeV energy. Particle

and antiparticle yields are added to accommodate all three
identification methods. Statistical errors are small compared
to the symbol size.

The blast-wave parameters (the velocity parameter
βs and the temperature parameter T ) appear to be
very similar for different centrality bins: T=103, 102,
101 MeV and βs= 0.78, 0.76, 0.72 for the central (0-
15%), mid-peripheral (15-30%) and most peripheral (30-
50%) data sample, respectively. By including the very
low-pT proton and kaon data points, these parameters
change by less than 6 MeV and 0.02, respectively.

It was shown earlier [26] that the transverse mass
(mT =

√

m2 + p2
T ) spectra of the various hadron species

in d+Au collisions at
√

s
NN

=200 GeV energy satisfy a
scaling law within the experimental errors: they differ
only by an mT -independent scale factor. However, the
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