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US ATLAS Institutions

42 institutes (in 42 institutes (in redred indicates new since last April) indicates new since last April) (Black = Tier 2 center)(Black = Tier 2 center)
Albany, ANL, Arizona, UT Arlington, Berkeley LBL and UC, Boston, Brandeis, 
BNL Chicago Columbia UT Dallas* Duke Hampton Harvard Indiana U Iowa#BNL, Chicago, Columbia, UT Dallas*, Duke, Hampton, Harvard, Indiana, U Iowa#,
Iowa State, UC Irvine, Louisiana Tech* , Massachusetts, MIT, Michigan, MSU,
New Mexico, NIU^, NYU, Ohio State, Oklahoma, Oklahoma State, Oregon, 
Pennsylvania, Pittsburgh, UC Santa Cruz, SLAC, SMU, South Carolina*, SUNY 
Stony Brook Tufts Illinois Urbana Washington Wisconsin YaleStony Brook, Tufts, Illinois Urbana, Washington, Wisconsin, Yale
Corresponding to 38 voting institutions

o * = affiliated with BNL
o # = affiliated with SLAC
o ^= affiliated with ANLo = affiliated with ANL

Currently in discussions with…Currently in discussions with…
Fresno State (existing collaborator starting group there)
RPI (new group coming from CLEO)RPI (new group, coming from CLEO)
Overtures received from Temple University

As of Sept 30, 2007 (used for Oct RRB)As of Sept 30, 2007 (used for Oct RRB)
38/166 voting institutions (23%)38/166 voting institutions (23%)
332/1624 “current M&O authors = PhDs” (20%) – for cat A/B
420/2095 including students (20%)
398/1977.25 Operations tasks share (students count .75) (20%)
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US ATLAS Organization Chart
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Computing Funding
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Funding Source/Management

The Research Program (RP) is funded by the Department of Energy The Research Program (RP) is funded by the Department of Energy 
(DOE) and the National Science Foundation (NSF)(DOE) and the National Science Foundation (NSF)(DOE) and the National Science Foundation (NSF)(DOE) and the National Science Foundation (NSF)

All physics groups/institutes are funded additionally for work on ATLAS by 
the same agencies (core funding)

The RP funding covers all costs of the Tier 1 and 2s among other thingsThe RP funding covers all costs of the Tier 1 and 2s among other things

Tier 3 centers funded by other sourcesTier 3 centers funded by other sourcesTier 3 centers funded by other sourcesTier 3 centers funded by other sources

The RP is managed by a Joint Oversight Group (JOG) consisting of The RP is managed by a Joint Oversight Group (JOG) consisting of 
members of NSF and DOE and BNL/FNAL Lab managementmembers of NSF and DOE and BNL/FNAL Lab managementmembers of NSF and DOE and BNL/FNAL Lab management.members of NSF and DOE and BNL/FNAL Lab management.

A U.S. ATLAS management team organizes the US participation in A U.S. ATLAS management team organizes the US participation in 
ATLASATLASATLASATLAS

Keeps costs under control
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Funding Targets

Original targets based on bottom up estimates, out years evaluated yearlyOriginal targets based on bottom up estimates, out years evaluated yearly

FY08 Management reserve requests far exceed funding FY08 Management reserve requests far exceed funding -- prioritizeprioritize

(AY M$)(AY M$) FY07FY07 FY08FY08 FY09FY09 FY10FY10 FY11FY11

Physics & ComputingPhysics & Computing 15.015.0 15.315.3 17.417.4 19.019.0 17.917.9

M&OM&O 19 319 3 10 010 0 10 310 3 10 410 4 10 510 5M&OM&O 19.319.3 10.010.0 10.310.3 10.410.4 10.510.5

Upgrade R&DUpgrade R&D 3.13.1 3.43.4 3.23.2 3.23.2 3.23.2

M t RM t R 1 51 5 5 05 0 3 73 7 4 04 0 5 95 9Management ReserveManagement Reserve 1.51.5 5.05.0 3.73.7 4.04.0 5.95.9

DOE guidanceDOE guidance 22.622.6 24.624.6 25.525.5 27.527.5 28.528.5

NSF guidanceNSF guidance 9 09 0 9 09 0 9 09 0 9 09 0 9 09 0NSF guidanceNSF guidance 9.09.0 9.09.0 9.09.0 9.09.0 9.09.0

Unobligated/CarryoverUnobligated/Carryover 7.37.3 ??
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Overall Computing Needs

FY07 FY08 FY09 FY10 FY11
Research program target 15112 15260 17406 19006 17940

US ATLAS Computing Needs Profile (AY k$)

Research program target 15112 15260 17406 19006 17940

Current Computing Total 15112 15260 17406 19006 17940
Difference between Target-Total (0) 0 0 (0) (0)

sw target 5268 5179 5641 5835 6067
sw mr 0 624 483 501 523
Total sw 5268 5803 6124 6336 6590

T1 target 6295 6451 8416 9803 8485
T1 mr 0 1762 1397 1831 1251
Total T1 6295 8213 9813 11634 9736
DC/prod 549 630 649 668 688DC/prod. 549 630 649 668 688
 Operations Coordinator (MR) 250 260 270 281
T2 3000 3000 2700 2700 2700
T2 mr 0 300 300 300
Total T2 3000 3000 3000 3000 3000Total T2 3000 3000 3000 3000 3000
Total Facilities (with MR) 9844 12093 13722 15573 13706
Total Fac. (no MR allocated) 9844 10081 11765 13171 11873

Total with no MR allocated 15112 15260 17406 19006 17940
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Total with no MR allocated 15112 15260 17406 19006 17940
Total with MR allocated 15112 17896 19846 21909 20296



Computing in U.S. ATLAS

Computing resources used for production and analysisComputing resources used for production and analysis
BNL Tier 1BNL Tier 1
Five Tier 2’s
Many Tier 3’sMany Tier 3 s
All sites are organized hierarchically

Personnel involved in productionPersonnel involved in productionPersonnel involved in productionPersonnel involved in production
Tier 1 site support (clusters, storage, networking)
Service support (servers alarms installation integration)Service support (servers, alarms, installation, integration)
Tier 2 site support (also helping Tier 3’s)
Shift teamShift team

Software systems for productionSoftware systems for production
P d (i l di th ) d DQ2 (i l di FTS)
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Personnel

BNL T1BNL T1
1 3 FTE for each area of work1-3 FTE for each area of work
Storage management most critical

’’Tier 2’sTier 2’s
Typically 1-2 FTE
Al h l ith i t ti t l d l t tAlso help with integration, tool development etc

Tier 3’sTier 3’s
No dedicated ATLAS personnel – some need/request help from Tier 
2’s

Production Shift teamProduction Shift team
3 FTE (5 people): 1 FTE BNL, 2 FTE UTA
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Service Model

U.S. ATLAS Computing follows a service model with dedicated U.S. ATLAS Computing follows a service model with dedicated 
personnel for common tasks + site supportpersonnel for common tasks + site supportpersonnel for common tasks + site support personnel for common tasks + site support 

Panda production (including pathena) is monitored at Tier 1 and Tier 2 Panda production (including pathena) is monitored at Tier 1 and Tier 2 
resources by Production Team working with local site support teamsresources by Production Team working with local site support teamsresources by Production Team, working with local site support teamsresources by Production Team, working with local site support teams

DDM Operations team (coordinated by Alexei Klimentov) manages data DDM Operations team (coordinated by Alexei Klimentov) manages data 
distribution data access issuesdistribution data access issuesdistribution, data access issuesdistribution, data access issues

Production team operates shifts to provide QoSProduction team operates shifts to provide QoS
U S hift t i l ti CA UK FR P d d ti (U.S. shift team is also supporting CA, UK, FR Panda production (new 
ATLAS-wide plan being developed)

Hypernews RT user support system and Savannah bug reportingHypernews RT user support system and Savannah bug reportingHypernews, RT user support system, and Savannah bug reporting Hypernews, RT user support system, and Savannah bug reporting 
systems are available to userssystems are available to users

N d t fill th P iti f th U S ATLAS O ti C di tN d t fill th P iti f th U S ATLAS O ti C di t
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US Contribution to Worldwide Production

D. Barberis at WLCG MB 11/6/07
Details in Kaushik’s Presentation
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Data Location

Tier 1 Tier 1 –– main repository of data (MC & Primary)main repository of data (MC & Primary)
Store complete set of ESD AOD AANtuple & TAG’s on diskStore complete set of ESD, AOD, AANtuple & TAG s on disk

Fraction of RAW and all U.S. generated RDO data

Tier 2Tier 2 repository of analysis datarepository of analysis dataTier 2 Tier 2 –– repository of analysis datarepository of analysis data
Store complete set of AOD, AANtuple & TAG’s on disk

Complete set of ESD data divided among 5 Tier 2’sComplete set of ESD data divided among 5 Tier 2 s

Data distribution to Tier 1 & Tier 2’s is managedData distribution to Tier 1 & Tier 2’s is managed

Tier 3 Tier 3 –– unmanaged data matching local interestunmanaged data matching local interest
Data through locally initiated subscriptions

Mostly AANtuple’s some AOD’sMostly AANtuple s, some AOD s

Will Tier-3’s be associated with Tier-2 sites?

Tier 3 model is still not fully developed – evolving
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Tier 3 model is still not fully developed evolving



Resource Allocation
All U.S. Tier 1/2 sites provide dedicated resourcesAll U.S. Tier 1/2 sites provide dedicated resources

For reliable storage of distributed data (previous slide)For reliable storage of distributed data (previous slide)
CPU’s for managed production (ATLAS-wide groups)
CPU’s for regional/local production of large samples through Panda
CPU’s for user analysis through pathena
CPU’s for interactive Athena for testing/software development (unlikely to 
be available at all Tier 2’s – will be available at BNL)be available at all Tier 2 s will be available at BNL)
Root analysis of AANtuple’s is expected to be done on personal 
workstations, and Tier 3 sites

U.S. Resource Allocation Committee (chaired by Jim Shank) oversees U.S. Resource Allocation Committee (chaired by Jim Shank) oversees 
fair share usage of resourcesfair share usage of resources

S t ll ti b t ATLAS id d U SSet allocations between ATLAS-wide and U.S. usage
Set allocations between different groups
Set quotas for individual users
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Set quotas for individual users



U.S. ATLAS Tier-1 FY08 estimates

New FY08
Funding Plan

All in AY k$All in AY k$
Tier 1
     Labor 2875

Space + Power 356     Space + Power 356
     MST (travel, maintenanceÉ) 1220
     Equipment RP $ 2000
     Equipment MR $ 1762q p $
     Total Equipment 3762

     Total Tier 1 RP $ 6451
     Total Tier 1 MR $ 1762
     Total Tier 1 8213

Funding never guaranteed, but projections will give us enough to meet MOU pledges. Funding never guaranteed, but projections will give us enough to meet MOU pledges. 
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From FY08 Management Reserve

T1 T1 
1762 k i E i t1762 k in Equipment

o Approx $1M for LAN backbone upgrade
o Approx. $700k increase in high performance disko Approx. $700k increase in high performance disk

FacilitiesFacilities
250k f U S O ti C di t250k for U.S. Operations Coordinator

110k for Computing Integration Coordinator (Rob Gardner) 
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Tier-1 and Analysis Facility Capacity

Revised TierRevised Tier--1 and Analysis Facility Capacity Profile1 and Analysis Facility Capacity Profile

YEAR 2007 2008 2009 2010 2011
CPU (kSI2k) 2 432 400 11 98 18 838 26 8CPU (kSI2k) 2,432     5,400      11,598   18,838   26,875   
Disk (TB) 1,175       3,400       8,921       17,262     24,427     
Tape (TB) 1,045       2,500       6,276       11,996     18,781     
WAN

Expect to become (almost) flat in 2012 and beyond(?) Expect to become (almost) flat in 2012 and beyond(?) 
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Director RACF
Michael Ernst

Admin. AssistantDeputy Director (RCF)

Processing and 
General Services Storage Grid MW and 

Services

Admin. Assistant
Maureen Anderson

Deputy Director (RCF)

General Services
Tony Chan

g
Shigeki Misawa Services

Dantong Yu

Linux Farms + SysAdmin Production Data BaseMass StorageLinux Farms + SysAdmin
• Tony Chan
• Chris Hollowell
• Richard Hogue
• Alexander Withers

i i k

Production, Data Base
and User Support  
• Dantong Yu
• John DeStefano 
• Carlos Gamboa

i i

g
• Shigeki Misawa
• Ognian Novakov
• John Riordan
• Grace Tsai

D id Y• Tristan Ziska

GCE Services + SysAdmin
• Robert Petkus
• Mizuki Karasawa

• Yuri Smirnov
• Tomasz Wlodek

General Software Env. and
Software Development

• David Yu
• New Hire

Storage Mgmt &
Data MovementMizuki Karasawa

• John McCarthy
• Jason Smith
• Morris Strongson
• New Hire (offer accepted)

Software Development
• Dimitrios Katramatos
• John Hover
• Jay Packard

Data Movement
• Gabriele Carcassi
• Hironori Ito
• Jane Liu
• Ofer Rind

I i W• (Frank Burstein)

Operations & Infrastructure
• Richard Hogue
• Kevin Casella

Grid Middleware 
(OSG / WLCG)
• John Hover
• Jay Packard
• Xin Zhao

• Iris Wu
• New Hire (FTS/DDM)

Central Storage
• Maurice Askinazi
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• Kevin Casella
• Enrique Garcia
• (1/2 FTE from ITD)

• Xin Zhao
• Dave Free

Names in alphabetical order



Processing: RCF/ACF Linux Farm Occupancy

Condor general queue fully enabled in Aug. 2006Condor general queue fully enabled in Aug. 2006
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Storage Management for ATLAS Data

Other dCache core services
BNL

firewall

admin/pnfs/slony/maintenance/dCap

Read poolSRM
Door p

555 nodesDoor
SRM/SRMDB

Oak Ridge
Batch system

Traffic to/from:
CERN
other Tier1s

HPSSWrite pool
gridFTP
doors

other Tier1s
Tier2s

HPSSWrite pooldoors
dual NIC

Traffic to/from others
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Traffic to/from others
Details in Gabriele’s talk



M4 Cosmic Run. Data replication within 
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A. Klimentov at WLCG Collaboration Meeting
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Victoria, 1 September 2007
http://indico.cern.ch/conferenceTimeTable.py?confId=3578

28 November 200728 November 2007M. Ernst                                         TierM. Ernst                                         Tier--2/3 Meeting at SLAC 2/3 Meeting at SLAC 21

C
os

100% of data shared by T2s within the clo



Data replication status 20 hours after replication started

ATLAS Cosmic Run (M5) Data Replication

ata ep cat o status 0 ou s a te ep cat o sta ted

Data Transfer Performance

Transfer Errors
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M5 Data Replication to BNL
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Alexei:

Data Export 
starts at CERN

BNL received 72061 
out of 72062 files

starts at CERN

Cleared Backlog (>40 TB)
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Roadmap
Increase the number of gridFTP ServersIncrease the number of gridFTP Servers

Will convert some former pool nodes to increase the external bandwidth of 
the system (to 20 nodes 50 MB/s each)the system (to 20 nodes, 50 MB/s each)
Already started, expect completion by end December

Upgrade to dCache 1.8 and SRM 2.2Upgrade to dCache 1.8 and SRM 2.2
Functionality upgrade
Scheduled for mid-December

Upgrade to ChimeraUpgrade to Chimerapgpg
Claims to solve the problems of scalability related to PNFS
Scheduled for mid-January
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Work in Progress: dCache/HPSS backend

Strengthen the communication between dCache and HPSS Strengthen the communication between dCache and HPSS 
(already started)(already started)

One issue thatOne issue thatOne issue thatOne issue that
emerged: whatemerged: what
to do withto do with SRM

core services

to do withto do with
bad tapes?bad tapes?

SRM
Door Oak Ridge

Batch systemRead pool

Write poolgridFTP
HPSSWrite pooldoors HPSS
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Work in Progress: Data Placement

We need better control of what is in the cache (already We need better control of what is in the cache (already 
started)started)

We need to better control how pools areWe need to better control how pools areWe need to better control how pools areWe need to better control how pools are
chosenchosen

Other dCache core services

SRM
Door Oak Ridge

Batch systemRead pool yp

Write poolgridFTP
doors HPSS
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Work in Progress: Improve Operations

Improve Monitoring and Alarming Improve Monitoring and Alarming 

Improve (and create) logs that are suitable for operations, Improve (and create) logs that are suitable for operations, 
and make sure they fit well with the facility infrastructureand make sure they fit well with the facility infrastructureand make sure they fit well with the facility infrastructureand make sure they fit well with the facility infrastructure

Improve packagingImprove packaging
d d l td d l t

Other dCache core services
and deploymentand deployment
procedureprocedure SRM

Door Oak Ridge
Batch systemRead pool Batch systemRead pool

Write poolgridFTP
doors HPSS
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Issues 

Recent US production experience shows urgent need for Recent US production experience shows urgent need for 
f iliti d t BNLf iliti d t BNLfacilities upgrades at BNLfacilities upgrades at BNL

Too many US produced files are on tape, slowing down Too many US produced files are on tape, slowing down 
reprocessingreprocessing

Long Latencies for pathena usersLong Latencies for pathena usersLong Latencies for pathena usersLong Latencies for pathena users

Rapid increase in disk storage neededRapid increase in disk storage needed
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Why Tape doesn’t work well for us
Tapes have evolved to Archive Medium Tapes have evolved to Archive Medium 

Sequential versus random accessSequential versus random access
o 400/800 GB per Cartridge (LTO3/LTO4)
o Average File Access Time (LTO 3) 72 sec
o Average Rewind Time 49 secg
o Unload Time 19 sec
o Data Transfer Time (80MB/s native rate) for 100 MB File ~2 sec

Adding the Robotdd g e obo
o Cell to Drive and vice versa 11 sec per move, w/ 8 arms 3 sec      

per cartridge exchange
Total (assuming 1 File requested per Cartridge) 145 sec( g q p g )

o Minimum File Staging Rate per Day w/ 10 Drives 5958
o For recent Re-Reconstruction observed 4 Files/Cartridge  13090  

Average File Staging Rate per Day
Our Observation 12k – 16k Completed Requests  per Day

o Expect to double the rate with 10 new LTO4 Drives
First results show we can do ~25k restores/day
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Pre-Staging – File Size Distribution

105 MB
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U.S. ATLAS Tier-1 Networking Needs
Mass Storage

HPSS
Input to BNL

464 MB/s
Output from 

BNL
290 MB/s

g
(Tape Robots)

Tier-0 di k

74 MB/s
6.2 TB/day

144 MB/s
13 TB/day

dCache Write Pools

290 MB/s

Tier 0 disk
buffer

70 MB/78 MB/

dCache Write Pools

CPU

70 MB/s
6 TB/day

T1T1
5

Tier-2s

78 MB/s
6.8 TB/day220 MB/s

19 TB/day 200 MB/s
16 TB/day

farm
2.5 GB/s
219 TB/day 600 MB/s

60 TB/day

Analysis

2008

T1T1
Other

Tier-1sT1T1
Other

Tier-1s
disk

storage

600 MB/s
60 TB/day170 MB/s

14 TB/day

90 MB/s
8 TB/day

dCache Read Pools 

Reprocess.
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Physical Infrastructure

Have reached limits in all areasHave reached limits in all areas
R ll ti f t RCF/ACF ll 2008 iReallocation of space to RCF/ACF allows 2008 expansion

o Additional power & cooling is needed each year

Need expansion of space in 2008 and beyondNeed expansion of space in 2008 and beyond
o Working with ITD, BNL Plant Engineering and BNL Management on a 

plan

This is our top concern at the momentThis is our top concern at the moment
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Data Center Expansion Plans
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Evolution of Space Usage 

6000

7000

sq
. f

t.) Intel dual and quad-core deployed

5000

en
te

r (
s

Capacity of current data center

3000

4000

D
at

a 
C

e

1000

2000

ge
 o

f D

0

1000

U
sa

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

28 November 200728 November 2007M. Ernst                                         TierM. Ernst                                         Tier--2/3 Meeting at SLAC 2/3 Meeting at SLAC 35

(est.) (est.) (est.) (est.) (est.)



Evolution of Power Usage 
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Infrastructure

The growth of the RACF has put considerable The growth of the RACF has put considerable 
strain on power and cooling to the building`s strain on power and cooling to the building`s 
i f t ti f t tinfrastructureinfrastructure

UPS backUPS back--up power for RACF equipmentup power for RACF equipment

Custom RACFCustom RACF--written script to monitor power written script to monitor power p pp p
and cooling issuesand cooling issues

Alarm escalation through RT ticketing systemAlarm escalation through RT ticketing system

A t ti h td f Li F d i liA t ti h td f Li F d i liAutomatic shutdown of Linux Farm during cooling Automatic shutdown of Linux Farm during cooling 
or power failuresor power failures
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Transition to Operations
Stability is important, maybe more than performanceStability is important, maybe more than performance

Define milestones for uptime success rates as measured by SiteDefine milestones for uptime success rates as measured by SiteDefine milestones for uptime, success rates as measured by Site Define milestones for uptime, success rates as measured by Site 
Availability Monitoring tests (building VOAvailability Monitoring tests (building VO--specific tests on top of specific tests on top of 
OSG/WLCG SAM tests) and Dataset replication exercisesOSG/WLCG SAM tests) and Dataset replication exercises

Define and put procedures in place to protect services from extended Define and put procedures in place to protect services from extended 
disruptionsdisruptions

The TierThe Tier--1 center at BNL and the Tier1 center at BNL and the Tier--2’s in the U S are tightly coupled2’s in the U S are tightly coupledThe TierThe Tier--1 center at BNL and the Tier1 center at BNL and the Tier--2 s in the U.S. are tightly coupled2 s in the U.S. are tightly coupled
“BNL Cloud” according to the ATLAS Computing Model 

In preparation of letting the TierIn preparation of letting the Tier--2’s act according to the Computing Model2’s act according to the Computing Model
Carrying the load of MC production
Hosting datasets for analysis
Hosting the work of various analysis groupsg y g p
Supporting “local communities”
The effort to produce physics results, distribution and processing of Cosmic 
Ray data and FDR will be important tests of our readiness
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Monitoring

Evolution of RACF from local to globally available resource highlights the Evolution of RACF from local to globally available resource highlights the 
importance of a reliable, wellimportance of a reliable, well--instrumented monitoring systeminstrumented monitoring systemp ,p , g yg y

RACF monitors service availability, system performance and facility RACF monitors service availability, system performance and facility 
infrastructure (power and cooling)infrastructure (power and cooling)

Mixture of commercial, openMixture of commercial, open--source and RACFsource and RACF--written componentswritten components
RT

Ganglia

Nagios

InfrastructureInfrastructure

Condor

Choices guided by desired features: historical logs, alarm escalation, real time Choices guided by desired features: historical logs, alarm escalation, real time g y g , ,g y g , ,
informationinformation
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Facility Operations

Facility operations is a manpowerFacility operations is a manpower--intensive activity at the RACFintensive activity at the RACF

Careful choice of technologies required for scaling of capacity and Careful choice of technologies required for scaling of capacity and 
servicesservices

Operational responsibility divided among major support groups within Operational responsibility divided among major support groups within 
the facility (storage, computing, grid operations)the facility (storage, computing, grid operations)

Soft are pgradesSoftware upgrades

Hardware lifecycle management

Integrity of facility servicesIntegrity of facility services

User account lifecycle management

Cyber-security

Experience of RHIC operations for the past 8 yearsExperience of RHIC operations for the past 8 years

Used as a starting point for U S ATLAS Tier 1 facility operationsUsed as a starting point for U S ATLAS Tier 1 facility operations
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A New Operational Model for the RACF

RHIC facility operations is a systemRHIC facility operations is a system--based approachbased approach

ATLAS needs support for (mostly) remote usersATLAS needs support for (mostly) remote users

ServiceService based operational approach better suited for abased operational approach better suited for aServiceService--based operational approach better suited for a based operational approach better suited for a 
distributed computing environmentdistributed computing environment

New SLA for RACF incorporates serviceNew SLA for RACF incorporates service--based approachbased approach

Mapping of services to related systemsMapping of services to related systemsMapping of services to related systemsMapping of services to related systems
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Implementing the new SLA

Further instrumentation of monitoring tools to improve Further instrumentation of monitoring tools to improve 
diagnosis of error conditions and speed up alarm responsediagnosis of error conditions and speed up alarm responsediagnosis of error conditions and speed up alarm response diagnosis of error conditions and speed up alarm response 
timestimes

Emphasis on automation of response to common error Emphasis on automation of response to common error 
conditionsconditions

Service Coordinators oversee response and resolution of Service Coordinators oversee response and resolution of 
error conditionserror conditions

Other implementation details being discussed and refinedOther implementation details being discussed and refined
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A Dependency Matrix

28 November 200728 November 2007M. Ernst                                         TierM. Ernst                                         Tier--2/3 Meeting at SLAC 2/3 Meeting at SLAC 43



Challenges Ahead

Growth of the facility stressing existing infrastructure Growth of the facility stressing existing infrastructure ---- new facility new facility 
space available Fall 2008 and Summer 2009space available Fall 2008 and Summer 2009space available Fall 2008 and Summer 2009space available Fall 2008 and Summer 2009

More efficient use of facility resources More efficient use of facility resources ---- too many needs chasing too too many needs chasing too 
few resourcesfew resourcesfew resourcesfew resources

Enhanced integrated operation of the facility in concert with other Enhanced integrated operation of the facility in concert with other 
computing centers (T0 T1 T2 etc)computing centers (T0 T1 T2 etc) essential in a distributedessential in a distributedcomputing centers (T0, T1, T2, etc) computing centers (T0, T1, T2, etc) ---- essential in a distributed essential in a distributed 
computing environment computing environment 

Changes to current operational policy requiredChanges to current operational policy requiredChanges to current operational policy requiredChanges to current operational policy required

28 November 200728 November 2007M. Ernst                                         TierM. Ernst                                         Tier--2/3 Meeting at SLAC 2/3 Meeting at SLAC 44



Securing the Facilities’ Readiness
Towards ATLAS MilestonesTowards ATLAS Milestones

Computing Integration Program in place which aims at building the 
Integrated Virtual Computing Facility that we need to support LHC DataIntegrated Virtual Computing Facility that we need to support LHC Data 
Analysis for the ATLAS Community in the US
With exercises designed to verify sites’ readiness, stability and 
performance
Coordinated by Rob Gardner (UC) and the U.S. ATLAS Facility ManagerCoordinated by Rob Gardner (UC) and the U.S. ATLAS Facility Manager

o Organizing quarterly F-to-F meetings w/ Tier-2’s, now incl. Tier-3’s  
Detail’s in Rob’s Presentation

Exploit commonality and establish (technology) baseline whenever Exploit commonality and establish (technology) baseline whenever p y ( gy)p y ( gy)
possiblepossible

Synergy allows to bundle resources (development and operations)
Site CertificationSite Certification

Site admins are asked to install well defined software packages and to 
make needed capacities available to the Collaboration
We continuously run use-case oriented exercises, document and archive 
the results

o Load Tests – Data Transfers on a basic level
o Dataset replication based on high-level functionality (DDM/DQ2)
o Processing (Analysis job profile)

Grid Job submission (PanDA) – distribution based on data affinity
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Projections for U.S. Tier 2’s

Totals outline capacity committed to international ATLAS Totals outline capacity committed to international ATLAS 

~ 20% Capacity on top of totals retained under US control for US physicists~ 20% Capacity on top of totals retained under US control for US physicists 20% Capacity on top of totals retained under US control for US physicists 20% Capacity on top of totals retained under US control for US physicists

Planned Pledge for 2012 (and beyond?) expected to stay flatPlanned Pledge for 2012 (and beyond?) expected to stay flat
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Capacity at end of September 2007

Dedicated processing cores, usable storageDedicated processing cores, usable storage
T1 1600 1200 TBT1: 1600 cores, 1200 TB

AGLT2: 550 cores, 297 TB

NET2 392 144 TBNET2: 392 cores, 144 TB

MWT2_IU: 128 cores, 110 TB

MWT2 UC 136 102 TBMWT2_UC: 136 cores, 102 TB

SWT2-UTA: 300 cores, 16 TB

SWT2 OU 260 16 TBSWT2-OU: 260 cores, 16 TB

WT2: 312 cores, 51 TB 

T t l 4060 / 6 5 MSI2k 1936 TBTotal: 4060 cores / 6.5 MSI2k, >1936 TB
o Not including new resources at MSU and UTA
o Normalized w/ Scaling Factors as defined in OSG  
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Summary
The BNL TierThe BNL Tier--1 serves as the hub and principal center of the US 1 serves as the hub and principal center of the US 
community, with scalecommunity, with scale--up for data taking underway up for data taking underway 

US ATLAS TierUS ATLAS Tier--1 facility at BNL is on track to meet the performance and 1 facility at BNL is on track to meet the performance and 
capacity requirements of the ATLAS computing model augmented to capacity requirements of the ATLAS computing model augmented to 
supply appropriate additional support to US physicistssupply appropriate additional support to US physicists

The facilities, both TierThe facilities, both Tier--1 and Tier1 and Tier--2’s, have performed well in both 2’s, have performed well in both 
ATLAS t t i i i d WLCG i h llATLAS t t i i i d WLCG i h llATLAS computer system commissioning and WLCG service challengesATLAS computer system commissioning and WLCG service challenges

An Integration Program is in place to ensure readiness in view of the steep 
ramp-upp p
2007 – Excellent contribution of U.S ATLAS Tier-2 Sites to high volume 
production

Space, Power & Cooling at the TierSpace, Power & Cooling at the Tier--1 center on the critical path1 center on the critical path

Overall, progressing well towards full readiness for LHC data analysisOverall, progressing well towards full readiness for LHC data analysis
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