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Background
• In the next 3 years the PS Complex control system will be 

reengineered on top of control components already deployed in 
LEIR SPS and soon on LHCLEIR, SPS and soon on LHC

• In the meanwhile the current controls system will continue to• In the meanwhile the current controls system will continue to 
provide for the most essential needs of the Operations

• This presentation will give an overview of the state of the new 
Java Generic software and the planned evolution of major COJava Generic software and the planned evolution of major CO 
services towards covering the needs of the injectors in the near 
future

• It will also outline the process that is in place to ensure the 
migration of the remaining legacy XMotif applications
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Scope
• Evolution of Java Controls for the next 3 years 

keeping InCA in mindp g
– Generic Java software (Working Sets, Knobs, …)

• Software Improvements• Software Improvements
• Diagnostic Tools
• Performance Issues• Performance Issues 

– General services (LASER, OASIS, Passerelle,…)
– Equipment specific applications

• Maintenance scheme
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Generic Java Software

• Working Sets 
(WS)( )

• Knobs
• Archives• Archives
• References



Improvements in 2008

E i• Ergonomics
• New Functionality

– Working Sets & Knobs
– Archives
– Non PPM devices

• Error HandlingError Handling

Generic Java software



N i f h WS l h d d i
Ergonomics

• New version of the WS launcher - reduced size

• New Knob version has its size adapted to the number 
of elementary GUIs to display
– no fixed height anymore

• The knob container has a compact form 
– no status bar no toolbar 

LINC parameters on 
13 columns

• Efficient arrangement of devices with multiple 
parameters in several rows

New multiline LINC 
parameters on 4 

columns

• Windows are now correctly located on three screensy

Generic Java software ⇒ Software Improvements



Working Sets & Knobs
• New facilities in WS and WS launcher

– Show archive & ppmcopy log
– Compare hardware to archiveCompare hardware to archive
– Compare archive to archive

• Search facility based on WS name or device name
• Double clicking on a device opens its associated knob
• Able to prepare a set of FESA settings before a send to HW is done
• Able to set a selected group of devices to the same value or calculated value• Able to set a selected group of devices to the same value or calculated value 

before a send to HW is done
• Possible to write settings for selected devices to more than one selected 

archive 
• Added support for filtering according to new flags available in directory 

service in order to access only a predefined list of possible parametersservice in order to access only a predefined list of possible parameters 
(Archive, PPM, reference, viewing of WS)

• View of device description possible instead of device name (SPS)
• Printing facility available by generating an HTML file representing the WS

Generic Java software ⇒ Software Improvements ⇒ New Functionalities



New Archive Selector

Support for ADE Archive filtering 

Action log to keep 
a track of

g
according to PLS 

+ wildcard 
support

a track of 
what,where and 
who (not XMotif)

Sort archive by date 
(creation, modificatioo, 

PLS,…) (not XMotif)

Latest 
modification
s reloaded 

from 
ORACLE

Show SRC/DEST 
archive contents 
in browser (not 

XMotif)

ORACLE

Able to 
create 

archives XMotif)archives 
from GUI 

(not XMotif)

Generic Java software ⇒ Software Improvements ⇒ New Functionalities



Archive Comparison Tool

Archive/References 
comparison as 

plots (i.e for GFAS)

All possible combinations p
of archives comparisons 
(hw, ref, archive), are 

now possible (not 
XMotif)

Generic Java software ⇒ Software Improvements ⇒ New Functionalities



Archive Comparison Tool

Archive/References 

Possible to view the 
content of the archives 

(Not XMotif)

comparison as 
table arrays

Generic Java software ⇒ Software Improvements ⇒ New Functionalities



Non PPM Data
• Possible to make PPM copy on non PPM devices
• Main GUI conceptual changes concerning the refresh of 

i d d treceived data
• Now applications can have non-ppm values refreshed on each 

occurrence of AQN READY event (on each basic period onoccurrence of AQN_READY event (on each basic period on 
most of the accelerators)
– Applications can receive data even if the requested cycle is not played inApplications can receive data even if the requested cycle is not played in 

the supercycle
– Solves several problems reported by non-ppm machines such as REX & 

ISOLDEISOLDE

– Will solve the device status incoherency problem reported by Rende

Generic Java software ⇒ Software Improvements ⇒ New Functionalities



Error Handling
• Better support of error messages
• The FULL error text is shown in status bar for any• The FULL error text is shown in status bar for any 

cell containing an ERROR message when clicked 
onon

• The error stack trace display in frame console is 
available for clipboard copy by clicking in any cellavailable for clipboard copy by clicking in any cell

• The "No value for cycle Stamp xxx" messages are 
suppressed
– Instead the previously received values is kept and 

changed to RED to indicate a data reception problem

Generic Java software ⇒ Software Improvements
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Diagnostic Tools
• Raw eqp access facilities to check equipment 

behavior 
• PPM comparator tool to quickly compare values on 

different cyclesy
• Trace on TGM cycle names and comparison on cycle 

stampsstamps
• japc-rda(CMW) diagnostic tool 

• No diagnostic tools existed before in XMotif

Generic Java software



Performance Issues

• Severe performance problems were experienced 
during 2007 involving the new Java GUI genericduring 2007 involving the new Java GUI generic 
software, CMW, FE software and DB access

a damper for all the work done for the new Java software– a damper for all the work done for the new Java software

• A team of CO experts (TEX) was mandated to identify 
the causes and propose solutions to solve this 
problem for the startup 2008

Generic Java software



Operator requirements and complaints
• Requirements

– Data update at least once per cycle
Data consistenc don’t mi data from differentCacheCache

timing

– Data consistency: don’t mix data from different 
cycles

– Scalability: “no limitation” on number of GUIs
– Graceful degradation when problems:

old data is better than error messagesFE FE FE FE
…

timing

• Complaint 1: Update problems
– Data doesn’t arrive in time error message

“Christmas tree” (temporarily missing updates)– Christmas tree” (temporarily missing updates) 

• Complaint 2: Very slow startup
– More than 30 seconds– More than 30 seconds

Generic Java software ⇒ Performance Issues



Solutions to be deployed for Startup 2008
O ti i d CMW b i ti (MW t )• Optimized CMW subscription (MW team)
– “Subscription Lists” (array calls for monitorOn())
– Optimized memory allocation in CMW server
– Will improve the Christmas tree problem + long start up time

• New implementation of Java Directory Service (DM)
– Pre-fetch all data for a Working Set and cache it centrallyPre fetch all data for a Working Set and cache it centrally
– No change in API (one method added) transparent to existing GUIs
– Will improve the long start up time

• Integration into WorkingSets + JAPC (AP)• Integration into WorkingSets + JAPC (AP)
– Implement the “Subscription Lists”
– Increase timeout from 1s to 1.2s to allow for late values to come up

Will i d l d d t i l ( l f l t )– Will improve delayed data arrival (error no value for cycle stamp)
• Improvements at FE side (FE)

– Upgrade of some overloaded FECs
• Around 5 FECs will be upgraded

– Improve the way the GM data is send to the client by the CMW (data up asap)
– Will improve delayed data arrival (error no value for cycle stamp)

Generic Java software ⇒ Performance Issues



Scope
• Evolution of Java Controls for the next 3 years 

keeping InCA in mindp g
– Generic Java software (Working Sets, Knobs, …)

• Software Improvements• Software Improvements
• Diagnostic Tools
• Performance Issues• Performance Issues 

– General services (LASER, OASIS, Passerelle,…)
– Equipment specific applications

• Maintenance scheme



General Services

• Common Console ManagerCommon Console Manager
• OASIS 
• Fixed Displays
• Logging/Statistics• Logging/Statistics
• Passerelle 
• LASER Alarm system
• DIAMON• DIAMON

General Services



Common Console Manager (CCM)
• Automatic launch of critical applications at start up in order to speed-up 

subsequent starts
– All applications declared as “critical”  in CCM Configuration DB. pp g

• Applies today to WorkingSet Launcher but no restriction on the application 
• CCM starts critical applications and iconify them
• When application is selected from CCM menu, it is brought to front (immediate)When application is selected from CCM menu, it is brought to front (immediate) 
• Does not impact on present CCM start-up performance

• Optimized management of multiple CCMs 
S l fi ti id d i i l lti l– Several configurations considered: xinerama, single or multiple screens.

• Facility to launch NEXT/PREVIOUS versions of applications
– Applications must be declared in CCM Configuration DBpp g
– A special menu to launch NEXT/PREVIOUS versions is provide

• After startup ‘08
M th PLS S l t t CCM f i f k t ti i th t t– Move the PLS Selector to CCM from generic framework to optimize the startup 
performance of PPM applications

General Services



OASISOASIS

•• Integrate lowIntegrate low--gg
cost HWcost HW
–– PCIPCI
–– VMEVMEVMEVME

•• Integrate digital Integrate digital 
systemssystems

LEIR LLRFLEIR LLRFLEIR LLRFLEIR LLRF
CTF BPMsCTF BPMs

–– FGCFGC
S ftS ft•• SoftwareSoftware
–– Add sampler Add sampler 

feat. in OASISfeat. in OASIS

General Services



Fixed Displays
• All legacy software Vistars Displays are now converted in the 

LHC type FDs
M ltiple screen definitions s pported– Multiple screen definitions supported

– Integration of Java & CERN components
– Based on a standard japc-monitoring solutionBased on a standard japc monitoring solution

• Put in operations gradually towards 2nd half 2007 in parallel 
with Vistars
– Tested successfully

• Plans for 2008
– LEIR FD port from proprietary solution to standard FD framework
– Integration of Synoptics Builder

T l t t l J FD d i t d– Teletext removal ⇒ Java FD used instead
– Transparent signals overlaying 
– Integration with Oasis (Fast Signals)Integration with Oasis (Fast Signals)
– Integration with InCA

General Services



Logging & StatisticsLogging & Statistics
•• 20072007

–– Beam Intensity Measurements Beam Intensity Measurements 
• PSB, CPS, Linac2&3, ADE, LEIR

A ti d i R

–– VACUUM VACUUM 
• All gauges and pumps
• PSB, CPS, Isolde, CTF, Linac2&3, ADE 

• Active during Run
• Logged data linkable to “active cycle 

description” data 

• Active all the year around

– MERIT 
• Solenoid measurement

•• 2008 2008 -- startupstartup
–– Beam Fault Statistics Beam Fault Statistics 

• Duration of beam un-availability for a specific destination - need Bean Status informationy p
• Required extension in logging application and a new FESA server to interface TGM 
• Successful simulation of data acq chain was performed end 2007 with data stored in Meas DB for consumption by 

offline analysis application

• Surveillance of Logging• Surveillance of Logging 
–– LASERLASER

•• Alarms of various levels sent by each processAlarms of various levels sent by each process
•• ActionToTake defined for each alarm ActionToTake defined for each alarm 
•• Possible to restart the logging from LASER (end 2007)Possible to restart the logging from LASER (end 2007)

– Dedicated Surveillance GUI
•• Run locally on Operator’s consoleRun locally on Operator’s console
•• Display detailed status & faultsDisplay detailed status & faultsDisplay detailed status & faultsDisplay detailed status & faults

General Services



C id i t f t th i t ( t t it )

The Passerelle
• Core provides easy interface to access the equipment (get, set, monitor)

– Core functionality completed and debugged
– Full support of all RDA types
– Synchronization with new Timing devices (*.TGM_NEW FESA classes).

• Backwards compatible with old timing properties 
• User can work both with properties of new FESA class and with old ones

– Subscription mechanism implemented
• Supports any complex context, any data types

• Excel plugin
– Optimized get/set methods
– Implemented subscription mechanism 
– New Data tags to support all possible types (SHORT, LONG, INT64, FLOAT, DOUBLE, 

STRING )STRING, …)
– New syntax for context.

• Can have as many context entries as needed
– New tags for "read-only property" (\R) and "write-only property” (\W)New tags for read only property  (\R) and write only property  (\W)
– Added table options

• Standard setup procedure for the plugin installationStandard setup procedure for the plugin installation

General Services



LASER Alarm system
• A proposal (EDMS no 823795) to replace Alarm Tree is 

accepted with evaluation of work/resources
P t l ti il bl ith f iliti t t th• Present solution available with facilities to access to the 
Control, Status and Reset properties, displaying values for PPM 
devices etcdevices, etc… 

• Startup
– Extend command panel with missing view (decypher the status)Extend command panel with missing view (decypher the status) 
– General services panel : components for “BLMs & Bendings” and Linac 

will be provided

• In the course of 2008
– Complete dynamic alarm grouping. TI would ensure the PS req are taken 

into accountinto account

• Work will be reviewed in view of DIAMON
– Integrate xcluc like component in the course of the year to replace theIntegrate xcluc like component in the course of the year to replace the 

lower DSC panel from Alarm tree
General Services



DIAMON
S t f i t t d t l t it th AB C t l i f t t• Set of integrated tools to monitor the AB Controls infrastructure
– first line diagnostics
– tools to solve problemstools to solve problems
– help to decide about responsibilities for first line of intervention

• First version of the GUI and of several agents available today 
for test
– Agents are clic, Wfip, Timing, PLCs, FrontEnd

• Operational version will be delivered for CPS Startup• Operational version will be delivered for CPS Startup
– With at least the same functionality as XCLUC

General Services
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Equipment Specific Applications

• Preparation work
• Responsibilities
• Planning• Planning

Equipment Specific Applications



Preparation Work
• All machine responsible of the PS Complex were solicited
• A complete inventory of all applications for PS complex is done 

d k t t d tand kept up-to-date
• Breakdown:

I D l t Wh t t b d h i d d t i– In Development: What to be done, when is needed, constrains, 
developers

– Operational: testedp
– Retired
– Shutdown work 2007-08, with priorities and developers
– Work for operational period 2008, with priorities and developers

• CCM menus will be updated with correct information before 
startup 08startup 08

Equipment Specific Applications



Responsibilities
A l li f ibili d• A clear split of responsibility agreed
– Generic applications ⇒ AP

E i ifi OP– Equipment specific ⇒ OP
• A responsible for every application on the inventory is 

ll t d d i iti dallocated and priorities agreed
• Overall responsibles :

– OP Michael Benedikt, (Rende Steerenberg)
– CO Eugenia Hatziangeli

D t d f ll– Day to day follow-up:
• LINAC3, AD, LEIR: Sergio Pasinelli
• ISOLDE, LINAC, PSB, PS: Jose-Luis Sanchez, , ,

• Status report meeting every 1-2 months with people 
above ⇒ regular inventory updatesg y p

Equipment Specific Applications



Planning
• Short term

– Development work, upgrades during shutdown 07-08
– Planning of development during 2008
– Inventory ⇒ InCA project

• Long term
– Develop a phase out plan of C/Motif applicationsDevelop a phase out plan of C/Motif applications
– Align application work with InCA and CO3 
– Identify potential of domain specific applications for moreIdentify potential of domain specific applications for more 

than one machines (Tune, Sem grids, YASP@PS, vacuum, ... )
• Plan development
• Replace diverse applications with single

Equipment Specific Applications



Maintenance Scheme
P t G i J S ft ill b t d till I CA i• Present Generic Java Software will be supported till InCA is 
fully validated and in operations (2010)
– 1FTE is attributed1FTE is attributed
– Only high priority requests for new features will be accepted (filtered by 

OP & CO/AP) 
Work will be aligned with InCA project and CO3 planning– Work will be aligned with InCA project and CO3 planning

• General Services will evolve in collaboration with InCA
• Support outside working hour by expert listSupport outside working hour by expert list

• C/Motif Generic applications will remain as is
2008 i t i d ti l– 2008 - maintained operational

– No new development will be done - corrective maintenance only
– No access to FESA devices possible without GMtoFESA adaptorp p



Summary
• The current controls system will continue to be maintained and provide for 

the most essential requirements of the Operations
– C/Motif Generic software will remain frozen
– The Java Generic software is becoming fully operational
– A set of improvements will be implemented to overcome the serious performance 

limitations of 2007limitations of 2007

• New CO services are now providing functionality for the PS Complex
– Logging covers the most essential data ⇒ goal:  statistics during 2008 run
– Fixed Displays software system has replaced all the legacy Vistars
– LASER alarm system is moving towards covering the functionality of Alarm treeLASER alarm system is moving towards covering the functionality of Alarm tree
– Passerelle is resurrected from the dead and it is fully functional

f f f• Renovation of the remaining legacy equipment specific software will be done 
at the most appropriate time to avoid any duplication of effort with InCA
– A process of controlling the status of these applications and the evolution of the p g pp

requirements is put in place by a team of OP and CO with ties to InCA and CO3


