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For the upgrade of the DAQ of the CMS experiment in 2013/2014 an interface between the custom detector
Front End Drivers (FEDs) and the new DAQ eventbuilder network has to be designed. For a loss-less data
collection from more then 600 FEDS a new FPGA based card implementing the TCP/IP protocol suite over
10Gbps Ethernet has been developed. We present the hardware challenges and protocol modifications made to
the TCP in order to simplify its FPGA implementation together with a set of firmware and hardware tests and
performance measurements which were carried out with the current prototype. The measurements include
tests of TCP stream aggregation and congestion control.

Summary
The CMS data acquisition (DAQ) collects data from more than 600 custom detector Front End Drivers (FEDs).
In the current implementation data is transferred from the FEDs via 3.2 Gbps electrical links (SLINK) to custom
interface boards, which transfer the data to a commercial Myrinet network based on 2.5 Gbps optical links.

During 2013 and 2014 the CMSDAQ systemwill undergo a major upgrade to face the new challenges expected
after the upgrade of the LHC accelerator and various detector components. Particularly, the DAQ Myrinet
and 1 Gbps Ethernet networks will be replaced by 10/40 Gbps Ethernet and Infiniband.

The interfaces to the FED readout links will be implemented with a custom board (FEROL) based on an Altera
FPGA. The board supports two 10 Gbps and two 6 Gbps interfaces via four SFP+ cages.
One 10 Gbps interface implements Ethernet for connection to the new DAQ eventbuilder-network. Three
interfaces are used to read out data from upgraded FEDs via a basic point-to-point protocol.

For a reliable data transmission into the eventbuilder network we chose to implement the TCP/IP protocol
suite on top of 10Gbps Ethernet interface in the FPGA. TCP/IP is a well known, reliable and standard protocol
suite already implemented in the all mainstream operating systems. TCP contains congestion control which
allows us to efficiently merge several low bandwidth TCP streams to one faster interface in Ethernet switch.
The streammerging greatly reduces the amount of the network equipment required for the newDAQnetwork.

To limit the implementation complexity we designed a simplified version of the TCP protocol. Several sim-
plifications were possible because our data traffic flows only in one direction and because the DAQ network
topology is fixed and designed with sufficient throughput to avoid packet congestion. But we preserved the
full compliance with the RFC 793. Therefore we can use a PC with the standard Linux TCP/IP stack as a
receiver.

The main simplifications includes:

1. We reduced the number of required TCP states from 11 to 3. The FEROL can open TCP connection and
keeps the connection open until it is terminated. If an error is detected, the connection is terminated
immediately.

2. The TCP complex congestion control was reduced to exponential back-off to decrease the throughput
when temporary congestion is detected. A fast-retransmit algorithm is also implemented to improve
the throughout in case a single packet loss is detected.

The current prototype board is equipped with low cost Altera Aria II GX FPGA, where 30% of the available
resources are required for the TCP/IP and Ethernet interface. The board also contains 512MBytes of DDR2



memory for input and TCP socket buffer. Two TCP/IP engines were implemented allowing to open one or
two simultaneous TCP streams.

The preliminary results show a maximum stable throughput of 9.7 Gbps for a direct connection between the
FEROL prototype and a PC. With 16 TCP streams from 8 prototypes merged into one 40 Gbps interface via a
switch we achieve 39.6 Gbps of stable data throughput.

We found that the maximum throughput is greatly sensitive to the receiver’s PC configuration. In particular
hyper-threading setting and network card IRQ and CPU affinity settings have to be tuned to achieve optimal
performance.
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