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Introduction
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LHC enters in a new territory for handling 
ultra-intense beams in a super-conducting 
environment!
Correspondingly, a powerful collimation 
system will be needed.

Stored energy ~ 2 x 360 MJ
Quench limit ~ 10 mJ / cm3

Damage (metal) ~ 50 kJ / mm2

➙Control losses 1000 time 
better than the state-of-the-art! 

➙Need collimation at all 
machine states: injection, 
ramp, squeeze, physics

➙Important role of collimation 
system for machine protection 

Cleaning

Protection

x 200!!

Eb = 7 TeV - Ib = 3.4x1014

R. Assmann
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Multi-stage collimation at the LHC
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Cold aperture
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Shower 
absorbers

Warm cleaning insertion
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collimators

SC
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Protection 
devices

(An illustrative scheme)

TCDI
TCLI / TDI
TCS.TCDQ

TCP TCSG TCLA TCTH/
TCTV

Large and distributed system...
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The Phase I LHC collimation system
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41 movable ring 
collimators per beam!

Two warm cleaning insertions
 IR3: Momentum cleaning
  1 primary (H) → TCP [C]
  4 secondary (H,S)  → TCS [C]
  4 shower abs. (H,V)→ TCLA [W]
 IR7: Betatron cleaning
  3 primary (H,V,S)
  11 secondary (H,V,S)
  5 shower abs. (H,V)
  3 beam scrapers (H,V,S)

Local cleaning at triplets
  8 tertiary (2 per IP)→ TCT [W]

Physics debris absorbers [ Cu ]
  2 TCLP’s (IP1/IP5)

Protection (injection/dump)
  10 elements →TCLI/TCDQ [ C ]

Transfer lines
  13 collimators → TCDI [ C ]

Passive absorbers for warm magnets

Picture by C. Bracco
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Present system status and plans
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⇒ No expected performance limitations for first physics run (Stage A) 

⇒ For checkout matters, no differences from the final system...

Detailed documentation in a recent note by Ralph: ECR LHC-TC-EC-0001-00-10

In the tunnel, as of today: Ring: IR7 (TCP’s, TCSG’s) 18
  IR6 (TCSG’s)   2
  IR5 (TCT’s)   3
  IR8 (TCT’s)   2
 TL’s: TI8   6
  TI2   5
  Total 36

* Rely on production schedules of CERCA and TS workshop 
After the crisis, fully on track for the moment!

                  Expected for first run to 7 TeV: 71*
                  (Nominal Phase I system:  98)
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System commissioning: People
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System commissioning: R. Assmann, T .Weiler AB-ABP
 S. Redaelli AB-OP
 M. Jonker, M. Sobczak AB-CO
 R. Losito, A. Masi + team AB-ATB (low-level)
 O. Aberle, R. Chamizo, Y. Kadi + team AB-ATB (hardware)

Special functionalities Injection team, Dump team, (with beam only)
(protection, physics,...) Ion collimation team, TOTEM, ...

Several project internal meetings to drive the various activities (Collimation project steering, 
Collimation Working Group, Controls, ...). Links given in OP-wiki for documentation.

(inside mandate of the LHC collimation project)
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Collimator design

8

Beam

Main design features
• Two jaws, 4 motors 

(position and angle)
• Concept of spare 

surface (5th motor)
• Different azimuthal 

angles (H,V,S) 
• External reference of 

jaw position (LVDT)
• Auto-retraction
• RF fingers 
• Jaw cooling

EPAC04 + PAC05,
A. Bertarelli et al.
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Real collimators
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RF contact 
Longitudinal strip (Cu-Be) 
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Real collimators
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Real collimators
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Controls challenge - settings/survey
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Picture by R. Assmann

Settings: 2 jaws → 4 motor positions; 1 motor for tank position.
Survey:  7 position measurements (4 corners + 2 gaps + tank)
   4 motor resolvers
   5 temperature sensors (1 per jaw corner + water temperature)
   10 switch statuses (full-in, full-out, anti-collision)
Dump thresholds (functions+discrete):6 x 2 jaw positions/gaps; some gap values vs. 
energy and beta* factor; 5 temperatures; switch statuses vs. machine mode.

~400 degrees 
of freedom
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Tools available from the CCC
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Software specs: LCH-TCT-ES-0001-00-20 (2006)
Prototyped with beam tests at the SPS; now extended to multi-collimator control

BLM signal for beam-based 
alignment (beam commissioning)

Display of requested settings 
and all measured signals

Switch statuses

Settings panel

Detailed 
readout

Tools adequate for 
the HWC 

commissioning of 
collimators.

Will include routines 
for HWC procedures, 

if needed
Additional displays 

for temperature, 
transient beam loss 

are available
Additional expert 

tools access directly 
low-level controls 
(e.g. calibration)



S. Redaelli, OP WG on Checkout, 08-11-2007

Operational challenges
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LHC: cleaning and protection required all 
the time: injection → 7 TeV → physics!

TevatronLHC Example of collimator settings

Each “critical” collimator setting will have limit 
functions for dump thresholds and 
operational tolerance windows.

Functions and “actual” settings needed!
Beam safety: system detects internally faults
Redundancy: limits vs. energy, beta* factor
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Tools for function-driven control
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Implementation into standard 
LSA tools: TRIM, generation, 

makerules, ...
Dedicated application will come 

as needed.

Function-driven movements 
not yet operational from CCC

Main challenge for the next 
months.

Test stand setup in the 
collimator workshop, results 

expected by December 2007.
Thanks: Mike, Delphine, Lasse, LSA team (Greg, Wojtek Jutta, Raphael)

Example for typical ramp settings of a TCP
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Tools: Web documentation for HWC 
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Link to on-line 
collimation DB

Thanks to R. Billen 
(DB), D. Jacquet (DB-

OP), E. Veyrunes (web)

Web repository kept up-to-date: will included all collimators installed in the LHC.
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Web documentation
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Snapshot of web-DB
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What is behind...: Database tables
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Thanks to Ronny, Chris, Delphine, Mike. BLM team (Laurette).
Data are the outcome of the Collimation Production Steering approval 

procedure (thanks to T. Weiler, R. Chamizo, R. Losito’s team ...)

Includes all required 
critical  configuration 

(BLM’s) and calibration 
data and operational data

Merges: 
layout information + 

production and CERN 
measurements +

results of approval + 
nominal optics...

Will be updated with the 
results of the HWC

(e.g.: updated calibration of 
switch position)

46 devices inserted in the production database as of today!
Automatic tool provided by CO-DM; consistency checks.
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Plans for HWC without beam
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HWC procedures specified (EDMS document by 
T. Weiler): cover all production phases.

HW commissioning in preparation of beam 
operation MTF structures.

Close collaboration: ABP, ATB, OP, CO, HCC

Final validation of 
single collimator 
functionalities!

Beam commissioning not discussed here.
→ Commissioning studies in PhD of C. Bracco (May 2008)
→ Talk at the MAC of Dec. 2007
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Why do we need tests after installation?
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News from last 
Friday, Ralph’s 
following up...

This is not the 
high-precision 
environment that 
we expected

Three collimators 
to be taken out of 
the tunnel for 
cleaning!

Important to verify hardware functionality and ensure that remote operation is safe:
 - Final sensor calibration in accelerator environment (long cables)
 - Repeat measurements after transport (e.g. verify switch position)
 - Are we sure that the collimators perform as in surface?? 
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Machine protection aspects
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Commissioning of machine 
protection functionality 

documented.
Discussions at the MP-SubWG

Includes commissioning of 
relevant safety aspects (without 
and with beam) and handling of 

critical parameters.

Complementary to HWC 
procedure, more focused on 

global system checks.

No details discussed here. 
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Deliverables for the cold checkout
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Outcome of the collimator hardware commissioning:
Validation of single collimator HWC, all relevant functionality
Settings and sensor readouts (position, temperature, switches,...) verified
Control of each collimator from CCC is declared “safe”
Machine protection functionality (without beam) partially established

Cold checkout should be focused on
Perform global, simultaneous system checks
 Control an ensemble of collimators
 Address timing and synchronization issue
 Function-driven motion, “tracking” tests with other equipment
 Establish full machine protection functionality without beam
Verify interfaces to other accelerator systems
 Beam loss monitors: configuration/acquisition of distributed system
 Sequencer driven commands, machine modes
Management/validation of measurement data 
 Verify logging of distributed systems (big data sets!)
 Consistency and sanity checks; global system status 
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Contribution expected from OP
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Top-level control, LSA implementation
Check of system interfaces 
Participation to HWC, definition of procedures
Preparation of operational and configuration data
Database maintenance
Web documentation (production phase)

People: Stefano, Delphine (OP data, LSA parameter space), 
 Eric (web, soon software!).
 All under Mike’s blessing, obviously.
More contribution expected for checkout tests from CCC, when the 
system will be operational (e.g. procedure for global system checks)
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Interfaces to others systems
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Interfaces - cont’d
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Post-mortem / logging 
 1 Hz logging sufficient (synchr. to machine)
 Consistency checks and analysis tools to be developed
 TI2 as test-bed: 3 collimator x several days (seems promising)

Timing
 Essential! LSA will have to drive the hardware through machine timing
 Settings + thresholds need to be synchronized and driven coherently

Critical settings
 Limit functions in the LSA + FESA level ready for tests
 Implementation of MCS functionality to be discussed 
 Detailed MP procedures are (will be) available

Alarms
 List of relevant failure needs to be prepared (map the internal failures)

Software interlock
 Failures are mostly detected internally 
     → Test that collimator beam permit (HW) is removed
 Orbit interlocking at specific location (experience will tell...)
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Conclusions
Collimation system installation in good shape
 We need to be ready to handle the full Phase I system!

Hardware commissioning without beam (within coll. proj. mandate)
 Deliverable: collimator HW safe for operation from CCC
 Procedures are available - will be detailed further, as required
 Software tools basically available - good feedback from TI2 tests
 Required function driven motion still to be demonstrated

Scope for the checkout - what we need for beam startup? 
 System fully operational; synchronized functions
 Machine protection functionality fully established (scope of Stage A)
 Reliable interfaces to distributed BLM system!

Significant contributions from OP
 So far: involvement in HWC + software issues 
 Expected to grow during checkout - collimator experts still driving tests
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References: links in OP wiki


