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Statistical aspects of the Higgs rate !ts : 
How to treat the theoretical uncertainties ? 



      Today :  The LHC has discovered a resonance of  ~ 125.5 GeV  
 
                   it is probably the B.E.Higgs boson  =>  EWSB mechanism  
 
 
       +  Tevatron and LHC provide   60  measurements of the Higgs rates 
  
             = new precious source of indirect information on BSM physics 
 
                  nature of the EWSB : within the SM or a BSM context !? 
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2. The LHC Higgs data

Let us first summarize the LHC Higgs data collected in the 2011 and 2012 runs for the
various SM Higgs decay channels that have been searched for by the ATLAS and CMS
collaborations: H → ZZ∗ → 4!±, H → WW ∗ → 2!2ν, H → γγ, H → τ+τ− and
H → bb̄; we will ignore the additional search channels H → µ+µ− and H → Zγ for which
the sensitivity is still too low. In most cases the various Higgs production channels have
been used: the by far dominant gluon–gluon fusion mechanism gg → H (ggF) that has
the large production rates but also the subleading channels: vector boson fusion (VBF)
qq → Hqq and Higgs–strahlung (HV) qq̄ → HV with V = W,Z; the top quark associated
pp̄ → tt̄H mechanism (ttH) has too low a cross section to be relevant.

In Table 1, the signal strengths for the various final states given by the ATLAS and
CMS collaborations with a luminosity of, respectively, 2X fb−1 and 2X fb−1 when the
2011 analyses at

√
s = 7 TeV and the 2012 analyses at

√
s = 8 TeV are combined. We

will identify these µ values with the Higgs cross section times decay branching fractions
normalized to the SM expectation and for the H → XX decay, one would have indeed in
the narrow width approximation,

µXX |exp =
Nevts.(pp → H → XX)

∑

i ε
X
i σi(H) BR(H → XX)|SM × L

(1)

µXX |th =

∑

i ε
X
i σi(H) BR(H → XX)

∑

i ε
X
i σi(H) BR(H → XX)|SM

(2)

δth δexp (3)

While for the H → ZZ → 4!± final state, only the inclusive search (ie when combining
all production processes) has been made, at least the ggF and VBF channels have been
considered in the H → WW, γγ and H → τ+τ− modes (more details/precise?). In
the case H → τ+τ− and H → WW ∗ → 2!2ν decays, also the VH production mode in
which the H → bb̄ decay has been searched for, has been considered. The combined signal
strength for each channel (all) are given in each case. In the last column, we display the
wighted average of the ATLAS and CMS values for each case.

Note that the ATLAS and CMS collaborations have also given the values of the global
signal strength modifier µ̂ when the various analyzed Higgs search channels are combined
and one has µtot = 1.40 ± 0.30 for ATLAS and µtot = 0.87 ± 0.23 for CMS, leading to a
combined µtot value,

ATLAS + CMS : µtot = 1.40± 0.30 (4)

which has an uncertainty comparable to the µ value of the most precise ZZ channel

ATLAS + CMS : µZZ = 1.05± 0.20 (5)

However, there is an advantage of considering the H → ZZ channel alone: it is the only
one that is fully inclusive and thus, does not involve the additional large scale uncertainties
that occur when breaking the gg → H cross section into jet categories; in addition, contrary
to the global µtot it does not involve the the H → γγ rate which, at least from the ATLAS
measurement, significantly deviates from the SM expectation and seems to indicate the
presence of additional new physics contributions to the Hγγ loop.
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1 Introduction

A fairly common way of modelling an uncertainty is to explicitly parametrize it. One

introduces a parameter ✓ that we design as “uncertainty parameter” and which enters in

the likelihood. One can then identify two fundamentally di↵erent point of views on how to

treat this uncertainty parameter.

On one hand, one can consider that there is no conceptual di↵erence between ✓ and

the other parameters. The parameter ✓ thus generally modifies the goodness-of-fit, and

should deserve the same treatment as all other parameters. This point of view is the

one commonly adopted in statistical studies, at the LHC and elsewhere. In such case the

common use is to design ✓ as “nuisance parameter”. The procedure of eliminating this

nuisance parameter from the likelihood in a way or another is named “marginalisation”.

On the other hand,

These possibilities are, to our knowledge, the best motivated, because they rely on

robust statistical frameworks.

A distribution p(✓) (possibly normalizable)

2 Fitting the Higgs

L = pdf

✓
µi
exp

,
q

(�i
exp

)2 + (�i
th

)2
���� µ

i(cF , cV )

◆
= ⇧i pdfi (2.1)

3 Theoretical uncertainty as a nuisance

4 Theoretical uncertainty as a bias

5 The Bayesian bias treatment

6 Conclusions
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* The SM is in good agreement with the present data on Higgs signal  
   strengths, but it’s not the end of the story… 
 
These tests of the SM will become more and more powerful as the  
EXPERIMENTAL errors on the Higgs rates (µexp) will decrease. 
 
Then the THEORETICAL errors on the Higgs rates can become dominant.   
 
 
* The QCD uncertainty (P.D.F., αs

2, scale dependence) on the inclusive 
Higgs production cross section reaches  ~ 10%     [LHCHWG] 
 
  The typical deviations expected in SUSY or composite Higgs models  
  are about  ~ 1 - 20%      [R.S.Gupta, H.Rzehak, J.D.Wells, 2006] 
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II) Why is the THEORETICAL error crucial in fits ? 



In most experimental and theoretical papers on Higgs rate fits… 
 
TH uncertainty added in quadrature with EXP one in the Likelihood as, 
  
 
 
 
 
 
 
 
 
         this reflects a decorrelation : correct 
         it means that the TH pdf is the same as the EXP one : 
             a FLAT probability distribution can be better motivated by QCD  
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III) The present TREATMENT of th. error in fits  
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Use the rigorous Bayesian approach… 
 
  
 
 
 
 
 
 
          
              
 
(first assuming TH errors purely correlated via a unique    , for simplicity) 
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IV) MARGINALISATION of the th. uncertainty   
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Varying δ continuously … 	
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Obtaining	
  this	
  envelop	
  directly	
  through	
  :	
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The	
  «	
  corresponding	
  »	
  Bayesian	
  approach	
  :	
  

14/16	
  

7+8 TeV LHC

99 %

95 %

68 %

SM

0.4 0.6 0.8 1.0 1.2

-1.0

-0.5

0.0

0.5

1.0

1.5

cV

c f



Beyond	
  the	
  100%	
  correlated	
  case	
  …	
  
	
  
	
  	
  	
  	
  Dominant	
  QCD	
  error	
  is	
  from	
  PDF+αs

2   =>  δggF,tth ≠ δVBF,Vh 	
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 Conclusion    
   The determination of the Higgs couplings - through the signal strength  
fit - depends significantly on the statistical treatment adopted for the 
theoretical uncertainties (QCD errors on σh’s & Bh’s).  
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