
Sites

• UI-SOUTHGRID-CAM-HEP: failing transfers because DATADISK is full.  Atlas has 
stopped the subscription to the site and is looking in setting better limits

• UKI-LT2-RHUL: two tickets for failed transfers.
• UKI-SCOTGRID-GLASGOW: network problems with FZK. Seemed solved but shifter 

updated with a new wave of errors 2 days ago.
• UKI-SOUTHGRID-SUSX: transfers problems

User multicore jobs

• Long discussion on how to solve this problem is still ongoing. Three solutions discussed. 
One that doesn't affect users at T3s should be implemented this week. The pilot will override 
the settings in the user .rootrc and set the number of cores to 1.

Atlas Monthly analysis Availability report

• Report was completed and can be found here https://indico.cern.ch/conferenceDisplay.py?
confId=234960 

• After Atlas review QMUL remains alpha and RALPP remains bravo. Lancaster and UCL are 
delta and ECDF is charlie.

https://indico.cern.ch/conferenceDisplay.py?confId=234960
https://indico.cern.ch/conferenceDisplay.py?confId=234960

