Data paths and rates
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Service CS5A08Goal | C5AO07Goal | -27°° >t
Goal 2008
Tier-0 Reco Rate (Hz) 150 - 300 100Hz 50Hz Achieved
MNetwork Transfers between P Achieved All
TO-T1 SR SOOI S 150MBIs |67 continuous)
MNetwork Transfers between 50-500 20-200 10-100 Achieved
T1-T2 ME/s MEBis MBis (15 sites)
Metwork Transfers T1-T1 100MEB/! s 50MB/s MNA NA
Job Submissionto Tier-1s 50k jobsid 25k jobsid 12k jobsid 3k jobsid
Job Submissionsto Tier-2s | 150K jobsid | 75k jobsid 45k jobsid Achieved
15109 jyear
MC Simulation =100mM BOM per month MNA Mot Attempted
imonth

SRS Splinning radng

ATLAS Scaling Factors

* TOrate: 200Hz

* TO->T1 Traffic: 1020 MB/s

* T1->T2Traffic: 10-40 MB/s dependingon T2
— 5-20 from real data and 5-20 from reprocessing

* T1->T1Traffic: 40 MB/s

— 20 from ESD + ~20 from AQD.
— This assumes everybody will reprocess in Feb, CCRCO8

* Job Submission at T1: 6000 Jobs/Day (over all T1s)

* MCSimulation: 20% of RAW data = 30Hz = 2.5M
Events/Day = 100K simulation jobs/day + 10K reco
jobs/dayatT1

Service ~ |6odl |
CERN T recors rare
TO-T1 rate 35+6x1 MB/s

T1-TO rate 6 MB/s
T1-T1 rate 9 MB/s per typical T1

Job submission to CERN

0.3k jobs/day

Job submission to Tier-1s 7k Jobs/day

Analysis job to CERN/TI1 0.1-0.5k jobs/day
(May only)

All production jobs ~24 hours in duration
These rates are same for May but sustained for longer
duration
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