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Big process for big data
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The Computation Institute
= UChicago + Argonne
= Cross-disciplinary nexus

= Home of the Research Cloud

computationinstitute.org



High energy physics

Genetics

Molecular biology _
Climate change

Cosmology

Metagenomics Linguistics

Economics Visual arts
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Will data kill genomics?
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12 orders
of magnitude
In 6 decades!

Computer Speed, Mflop/s (millions of operations per second)

aasued s sed o

sannd

aaued s oud o

E
]
1

S ) ~
anased s aoed o oaued o

aasued s asued s iued

1950 1960 1970 1980 1990
| | L | L | |

2000 2010
| L |

m.!m

ansad s asd s iuad

4th Generation
(Free Electron Lasers)

LCLS
(SLAC)

3" Generation
Synchrotrons (Undulators)

2" Generation
Svnchrotrons (Wigglers)

1" Generation Synchrotrons
(Bending Magnets)

" Cray X-MP

" Cray 1

CDC 6600

Cu Ko X-ray Anode

ESRF, Spring8
APS

DARPA (?) o

Blue Gene ..'..

.
"

' NEC Earth

' Intel ASCI-Red
' Cray T90

LRLLL BRALLL. BRELLL BRALLL BRALL BRALL BRALL ERALL BRALL ERALL |

TTT T T TTTIY

T T T T

T T T T
1950 1960 1970 1980 1990

Year

M I

T
2000 2010

(;Pelw/ wiw/mqe, L o/s/suojoyd) aoueljug Aet-x

18 orders
of magnitude
in 5 decades!
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1.2 PB of climate data
Delivered to 23,000 users
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We have exceptional
infrastructure for the 1%
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What about the 99% 7
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We have exceptional
infrastructure for the 1%

What about the 99%7

Blg SCience. Small labs.
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Need: A new way to deliver
research cyberinfrastructure

Frictionless
Affordable
Sustainable

computationinstitute.or



We asked ourselves:

What if the research work flow
could be managed as easily as...

Y
...our pictures N E T I: I_ | x
..our e-mail
- ...home entertainment
Gnal
by GO
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What makes these services great?

Great User Experience
+

High performance
(but invisible) infrastructure

computationinstitute.org



We aspire (initially) to create a
great user experience for
research data management

What would a “dropbox for
science” look like?

computationinstitute.org



e Collect e Annotate

* Move * Publish

* Sync * Search

* Share * Backup
* Analyze * Archive

-~ BlG DATA
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Community
Store

Analysis

Store
—
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Data movement, sync, and sharing

 Between facilities, archives, researchers
* Many files, large data volumes
I » With security, reliability, performance

Ty m s
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e Collect e Annotate
* Move
* Sync

e Share globus online

Capabilities delivered using
Software-as-Service (SaaS) model

computationinstitute.org



Data

Source

User

Initiates
transfer
request

Globus

Online

Data
mOVGS/ Destination
syncs files

&

globus online

Globus Online@

notifies user
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Haeer. 9 ) Globus Online tracks
| shared files; no need
to move files to
cloud storage!
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file(s) to share;
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e  Extreme ease of use

* InCommon, Oauth, OpenlD, X.509, ...

» Credential management

* Group definition and management

* Transfer management and optimization
 Reliability via transfer retries

 Web interface, REST API, command line

* One-click “Globus Connect” install

* 5-minute Globus Connect Multi User install

computationinstitute.org



Early adoption is encouraging
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8,000 registered users; ~100 daily
~16 PB moved; ~1B files

10x (or better) performance vs. scp
99.9% availability
Entirely hosted on Amazon

NATIONAL LABORATORY

THE UNIVERSITY OF

4  CHICAGO ﬂ NEW YORK UNIVERSITY




Delivering a great user
experience relies on
high performance network
Infrastructure
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Science DMZ
+ optimizes
performance

Energy Sciences Network

Bandwidth Requrements to move Y Bytes of data in Time X

Bits per Second Requirements
25,020.0Gbps 3,127.5Gbps 1,042.5Gbps 148.9 Gbps 34.7 Gbps
2,502.0 Gbps 312.7 Gbps 104.2 Gbps 14.9 Gbps 3.5 Gbps
244 .3 Gbps 30.5 Gbps 10.2 Gbps 1.5Gbps 339.4 Mbps
24 .4 Gbps 3.1 Gbps 1.0Gbps 145.4 Mbps

2.4 Gbps 305.4 Mbps 101.8 Mbps
238.6 Mbps

7Days 30Days
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#°1 What is a Science DMZ?

Three key components, all required:

* “Friction free” network path

— Highly capable network devices (wire-speed, deep queues)

— Virtual circuit connectivity option

— Security policy and enforcement specific to science workflows
— Located at or near site perimeter if possible

« Dedicated, high-performance Data Transfer Nodes (DTNs)

— Hardware, operating system, libraries optimized for transfer
— Optimized data transfer tools: Globus Online, GridFTP

 Performance measurement/test node

— perfSONAR perfSONAR

Details at http://fasterdata.es.net/science-dmz/

computationinstitute.org
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Internal layered XIO architecture allows alternative network
and filesystem interfaces to be plugged in to the stack
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Freat. GridFTP performance options

« TCP configuration

« Concurrency: Multiple flows per node

« Parallelism: Multiple nodes

* Pipelining of requests to support small files
* Multiple cores for integrity, encryption
 Alternative protocol selection”

« Use of circuits and multiple paths*

Globus Online can configure these options
based on what it knows about a transfer

* Experimental computationinstitute.org



Duration of runs, in seconds, over time.

Red

: >1 TB transfer.

green

>10 TB transfer;

1 week
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K. Heitmann (Argonne)
moves 22 TB of cosmology
data LANL = ANL at 5 Gb/s
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B. Winjum (UCLA) moves
900K-file plasma physics
datasets UCLA >NERSC
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Dan Kozak (Caltech)
replicates 1 PB LIGO
astronomy data for resilience

computationinstitute.org



e Collect e Annotate

* Move * Publish

* Sync e Search

* Share * Backup
* Analyze * Archive

-~ BlG DATA
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e Collect e Annotate

* Move * Publish

* Sync * Search

* Share * Backup
* Analyze * Archive

-~ BlG DATA

computationinstitute.org



.o ®
0020
%0000
¢ o 0007, "o
L] L]

Many more capabilities planned ...

Globus Online Research Data Management-as-a-Service
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Globus Integrate (Globus Nexus, Globus Connect) [BREES
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What can KBass
Globus Online Transfer: Step 2 of c

~ Combine het

& Offer standd Globus Online can be used to download the selected files to your local machine or to some other machine that has a GridFTP server. If you are
downloading to local machine, you Wil need to do a one time setup of Globus Connect, which can downloaded from Globus Online.

VIVUMS e — OivUMS

& UseevidenS

Please ensure Globus Connect is running before the next step.
N Discover ng

Required Fields are Denoted by Blue text.
& Mapgen® ;
Destination Endpoint: alcf#din

&/ Design a" :
Destination Directory: ftmp/

o Encblesh #nix: /tmp/
Windows: temp\

Next >> << Back Cancel
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e Catalog as a service

Approach

» Hosted user-defined
catalogs

« Based on tag model
<subject, name, value>

» Optional schema
constraints

* Integrated with other
Globus services

Builds on USC Tagfiler project (C. Kesselman et al.)

Three REST APIs
/query/
* Retrieve subjects
/tags/

* Create, delete,
retrieve tags

/tagdef/

 Create, delete,
retrieve tag
definitions

computationinstitute.org



: (i Annotate, share

—
. ‘ browse, search

Catalog derived
products

Populate catalog(s)

Record
provenance

mydata4?2

Define dataset
Infer type

Extract metadata owner: Francesco

type: 3dtomo
format: HDF5
beamline: 2BM

Locate datasets
Access files
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Other early successes in
services for science...

computationinstitute.org
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Find Workflows
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computationinstitute.org




Home MyHUB Resources Members Explore About Support

experiment
m ['EU'HJUB SIMULATE with over 160 tools for nanoelectronics,

nanophotonics and more »

" FUNDAMENTALS OF RESEARCH & COLLABORATE via groups, question
se myExperimentto board and more »
s N ANOELECTRONICS
, Online Course Sprlng 2012 TEACH & LEARN with tool-powered curricula,

courses, seminars and more »

m::‘" Learn More » SHARE & PUBLISH tools and research through our

Create and Join 9 easy upload process

{1 2 3) ")

RESOURCES FEATURED
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Modeling - in
Popular Tags:

]
g
:
£
H
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. : Search for services, facilities...
ZS EXCHANGE Sign Up Login How It Works m

The Scientific Services Marketplace

The easiest way to get experiments conducted by researchers in top core facilities and institutions.

Q Search All Services Featured Immunohistochemistry Providers

22 verified Immunohistochemistry providers

$10.00

Immunohistochemistry
per Sample

Histopathology and Tissue Shared Resource

$162.00

Cloning Constructs
per Sample

The Histopathology and Tissue Shared Resource at
Georgetown Lombardi Comprehensive Cancer Center offers a

$488.00

NGS Sequencing T full complement of histology services through combined

Human Tissue Bank, histology, and IHC departments.

$0.10

HTS Screening o Sl $19.00 USD per Sample

$10.00
P9 Mass Spectrometry e Sanle +17

RNA microarray S,aclr(s)zm;;sl? View —

MG-RAST (the M

. etage
Drcvrang qua ge

"m?a{h{ze ir

£ Trusted se @ From The Blog

Trusted by researchers from leading Secure & s to th best January 03, 2013

institutions including Stanford, USC, research re ¢ Leading Bringing Clarity to the Jargon

Princeton and UC Davis 3rea SSL and site encryption technologies [ |
customer service by real people to protect sit

Updateg
MG-RAST Version 3.1.2 releaseq
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Our vision for a 21st century
cyberinfrastructure

To provide more capability for
more people at substantially
lower cost by creatively
aggregating (“cloud”) and
federating (“grid”) resources

“Science as a service”

computationinstitute.org
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